
DATA DRIVEN TECHNIQUES

Lecture 1
General - Introduction to Probability Theory
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Applications 
of Neural Networks
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Healthy Problematic

Binary Classication
Design neural network that uses X-ray images to decide between 
healthy and cancerous lungs
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Dataset CIFAR-10

Design neural network that distinguishes between the ten categories
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Coloring of gray-scale images
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Image restoration (inpainting)
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Increase image resolution (super-resolution)
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Random vectors with 
specific distribution

Images with 
specific theme

Generative (Adversarial) Networks  (GANs)
Neural networks that can generate realizations of random quantities 
that follow a specific (known or unknown) density

CelibA-HD Synthetic



Syllabus
• Basic Probability theory
• Learning algorithms for equation solving and function optimization.

Analysis and fair comparison methods
• Neural Networks, basic property, categories, design (training)
• Hypothesis testing, Decision making, Classification

Bayesian methods, Optimum schemes (Statistical theory)
• Bayes consistent network design. Data-driven decisions for Markov processes

• Realization of random variables, Classical methods, Methods based on 
transformations, Generative networks, Adversarial (GANs) and non-adversarial 
design of generative networks. Probability density vs generative modeling for 
random data on manifolds

• Parameter estimation, Bayesian and non-Bayesian estimators (Statistical Theory)
Data-driven parameter estimation, Generative models for efficient solution of 
high-dimensional inverse problems



• Data-driven estimation of conditional expectations, application to stochastic 
optimization problems (optimal stopping, reinforcement learning)

• Clustering, K-means, Gaussian mixtures, Expectation/maximization
• Kernels and vector spaces, Mercer kernels, Nonlinear function approximation 

using kernels

• 4 homework assignments, each must be completed within a week. Deadline is 
strict!

• 1 final homework (as take-home exam), must be completed within 2 days
• Each homework has 2-4 problems. All problems are considered equivalent in 

difficulty (even if they are not). Each problem receives a grade between 0 and 10 
The homework grade is the average of the grades of the problems

• Final grade is the average of the grades of the 5 homeworks translated into A-F

Grading

Syllabus (cont)
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& UseAny number and type of

-

of measurement devices

-> Apply Physics to compute

the result of thenext throw.

Deterministic description
-

Suppose we apply the analysis and predict "Tail"--- But
the result V

-

Is
"Head"

Extremely complicated phenomenon
to describe analytically and int "w

very sensitive to measurement errors.

Probability Theory describes it asM (Herd) =E ,
(Toil)=I

Is it possible with such simplistic descriptive of

complicated phenomeno
to experience any gein

?

YES !! !!!




























