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Lecture 7
Unknown Function Minimization
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Combine near functions with simple honlinearities (activations) &

and eno up with a nonlinear function I
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What we just designed is a neural network

with angle
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hidden Layer
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THEOREM CCybenko 1989) UNIVERSAL APPROXIMATION THEOREM
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· Any scalar monlinear function u(X) under proper auditions of

smoothness can be approximatedarbitrarily close by a neurelI
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g(w) is sigmoid .
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What is a neural network for us ? a funchon of the G

form $(X ,0) that
describes whatever configuration we like

We know (at least for shallow networks) that if we
select

# ( ,O sufficiently, large ther we are approximate orbitrarily

close any funchon u(X) .

How do we
E? How do we resign neural networks

?

BY SOLVING OPTIMIZATION PROBLEMS with respect to Q.
-

In other words we select a function g(0) which
when we

minimize
,
we select o optimally .

In all existing applications
we
have

a known function h /X ,7) and the function we like to minimize
is
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g(a) =#x[h(x 0(x ,0))]I
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But instead of the density f(x) we
have trainingdata ,
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This is where neural networks and previous algorithms
~

meet It !


