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ABSTRACT

Many image restoration problems are ill-posed in nature,
hence, beyond the input image, most existing methods rely
on a carefully engineered image prior, which enforces some
local image consistency in the recovered image. How tightly
the prior assumptions are fulfilled has a big impact on the
resulting task performance. To obtain more flexibility, in
this work, we proposed to design the image prior in a data-
driven manner. Instead of explicitly defining the prior, we
learn it using deep generative models. We demonstrate that
this learned prior can be applied to many image restoration
problems using an unified framework.

Index Terms— deep generative models, generative ad-
versarial networks, image restoration.

1. INTRODUCTION

Image restoration is the task of restoring the missing or dam-
aged information from a corrupted image. Here, we let the
term image restoration subsume tasks such as image inpaint-
ing, image colorization, super-resolution, denoising, and in-
verse quantization to name a few. Due to the ill-posed nature
of the problem, restoration algorithms require a parametric
image generation model and a choice of image prior. For in-
stance, existing methods, such as, total variation (TV) [1] uses
the smoothness property of natural images. Other methods,
e.g., low rank (LR) [2] and Sparse methods [3, 4] use prior
knowledge from image patches.

To this end, existing methods, generally employ a data
term to enforce consistency with observations, and a regular-
ization term to encourage prior assumptions. Investigating all
of the aforementioned formulations more closely, we observe
that the data term and the prior term are often chosen inde-
pendently of each other. This independent choice may result
in suboptimal performance for the respective task.

Therefore, we proposed to use deep generative models to
learn the prior in a data-driven manner.

In particular, we leverage the recent advances in Genera-
tive Adversarial Nets (GANs) [5]. Given a GAN trained for a
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Fig. 1. Image restoration results of different methods. Each
row corresponds to a restoration task in the following order:
semantic inpainting, colorization, super-resolution, denois-
ing, and intensity quantization.

particular task, we develop and demonstrate a general frame-
work to adapt the GAN for image restoration, including im-
age inpainting, colorization, super-resolution, denoising, and
inverse quantization. Our approach is based on the maximum
a posteriori (MAP) estimation framework. Similar to MAP,
we reconstruct the image by minimize a loss function and a
regularization term. But instead of minimizing in the high di-
mensional image space, we operate in the latent space defined
by the GAN.

We evaluate our framework on the CelebA dataset [6] and
demonstrate promising reconstruction on different tasks when
compared to the aforementioned approaches.
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2. RELATED WORK

2.1. Deep neural network for image restoration

Recently, deep convolutional neural nets have shown remark-
able results on image restoration tasks. For example, single
image super-resolution [7, 8, 9, 10], image inpainting [11, 12,
13], and denoising [14, 12]. These works typically treat im-
age restoration as a regression problem (i.e., given the cor-
rupted image predict the clean image). Therefore, each of
these models requires training of a deep net for each type of
data corruption. In [15], Yeh er al. take a different approach.
Using a trained generative adversarial network, they demon-
strate promising results on the task of image inpainting with
various noise distributions and without the need of retraining.
In this work, we extend this method to general image restora-
tion and provide a more formal justification of the approach.

2.2. Maximum a posterior (MAP) Estimation

Let x refer to the original, unobserved image, let y denote the
observation, and let A be a generative operator which mod-
els the measurement process. The image generation model is
then given by y = Az + €, with independent and identically
distributed noise. To recover an estimate & of the original,
unobserved image x, we consider the classical program:

& = argmin ||y — Az[|, — Aog(px (). (1

The squared norm term of the cost function is interpreted as
the likelihood function and the second term is the prior term.
Depending on the task, different choices of generative oper-
ators A and priors px () can be chosen. Our choice for the
prior is motivated by recently introduced generative adversar-
ial nets (GANSs) [5], which are introduced next.

2.3. Generative Adversarial Networks (GANSs)

Generative adversarial nets (GANS) are a framework for train-
ing generative models through an adversarial process. The
framework jointly trains a generator, G, which attempts to
synthesize data from the data distribution, px, and a discrim-
inator D, to estimate the probability that a given sample orig-
inates from the data distribution rather than being synthesized
from GG. The G and D networks are trained by optimizing the
following cost function, which pits the generator against the
discriminator in a non-cooperative two-player game:

mGin max V(G, D) :=Eypx [log(D(x))]+

Hereby, x is a sample from the data distribution px, and z is
a random encoding on the latent space sampled from a prior
pz. We’ll next describe how to combine GANs with MAP
estimation to obtain a unified framework for image restoration
tasks.

3. IMAGE RESTORATION BY CONSTRAINED
IMAGE GENERATION

The MAP formulation in Eq. (1), without the regularization,
is considered ill-posed because the degradation operator A is
under-determined, i.e., several images x can map to an obser-
vation y (surjective mapping). Therefore, in a MAP frame-
work, the prior term plays a crucial role in regularizing the
ill-posed problem of image restoration. The ideal prior is
the data distribution px, i.e., the probability density function
(pdf) of the data z. However, this prior is typically not avail-
able and for data such as images, it is also difficult to learn or
define analytically.

In recent years, GANs have been used successfully to gen-
erate realistic samples for imaging data. However, unlike gen-
erative models such as variational auto-encoders [16], GANs
are not a probabilistic model, even though one can prove that
upon convergence, GANs generate samples from the data dis-
tribution. This means that the data distribution px is captured
implicitly.

Since the data distribution is not readily available, we sub-
sequently develop a surrogate mechanism which utilizes this
implicit prior for image restoration. More specifically, we
develop a technique which concurrently employs the trained
generator net G and the trained discriminator net D.

Our approach follows in spirit the aforementioned MAP
technique, i.e., we also minimize a loss and a regularization
term. But instead of optimizing in the data domain, i.e., in-
stead of searching for images x as done in Eq. (1), we opti-
mize in the embedding space to find an encoding z which can
then be used to reconstruct the image & = G(Z). To find this
embedding we use the following program:

¢ = argmin [y ~ A(G(2))]], 3)
+ A(logu — D(G(2))) — log(D(G(2)) + 1og<pz<z>>),

where the first term ||y — A(G(z))| denotes the reconstruc-
tion loss, and the second term is the regularizer. Again, A
is the measurement operator, e.g., the corruption mask, the
downsampling operator, the quantization operator, efc. Em-
pirically, we found that p = 1 performs well in practice.

Intuitively, the loss in Eq. (3) encourages the corrupted
reconstructed image, A(G(z)), to closely fit the observation
y. Instead of maximizing the unavailable log-probability di-
rectly, we suggest to maximize the surrogate logit log D(G(z)),
which corresponds to minimizing log(1 — D(G(z))). To help
understand this surrogate regularizer, we visually illustrate, in
Fig. 2, the generator G, the discriminator D, and the data dis-
tribution px, assuming, for illustration purposes only, that G
and px follow a Gaussian distribution. We let pc denote the
distribution of the samples G(z) when drawing embeddings
z from some distribution z ~ pz.

Assume that the discriminator D and the generator G
are both trained to optimality. It can be shown [5], that, in
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Fig. 2. One dimensional illustration of generator, discrimina-
tor, and the ground-truth distribution. (a) When generator and
discriminator are trained to optimality. (b) When generator is
not optimal, but discriminator is optimal.

this case, pg = px and D = 0.5 for all samples; where
pa denotes the distribution induced on the data space by the
transformation of the generator G. We illustrate this case
in Fig. 2 (a). Note that, in this case, the regularizer has no
effect since its derivative is zero. This is intuitive since the
artificial samples G(z) are guaranteed to follow the data dis-
tribution and we refrain from biasing to highly likely data
configurations.

When G is not trained to optimality, as shown in Fig. 2 (b),
it can be seen that, when & is sampled from pg, then the reg-
ularizer pushes Z in the direction of px. The strength of the
push is determined by the hyperparameter .

To solve the program given in Eq. (3), we use gradient
descent based methods to back-propagate to the latent space
z, while choosing the initial encoding z randomly from a uni-
form distribution.

3.1. Justification of regularizer

In the ideal case, we would like to use px(z) as the prior
term. From [5], for a fixed G, the optimal discriminator D for
a given generator G is

ey px(@)
P = @ + ra@) @
Rearranging terms,
log(px(r)) = log(D(x) ~ log(1 ~ D(x))
Floatpa(:) +1ox ([52]). ©

where pg (x) = pz(2) g—; ] Since |g—;‘ is intractable to com-
pute, we assume it to be constant.

If we choose p, to be uniform, then the regularizer de-
pends only on log(D(x)) and —log(1 — D(x)). Both terms
have the same gradient direction with respect to x. To opti-
mize the program given in Eq. (3) we use a gradient based
approach. Hence, our regularizer provides the correct prior
guidance whenever the scalar projection of V,pg(z) onto
V.px () is greater than 0.

To build some intuition, consider the one dimensional
case in Fig. 2 (b), where both pg and px are unit variance

Gaussian with mean at —3 and 3 respectively. In this case, if
x € (—o0, 3), then our regularizer is useful; note that = being
in this range is likely as our reconstructed image is sampled
from G.

3.2. Applications and Implementation Details

Ideally, we would like A to reflect the function that generates
the corrupted data. However, in order to solve Eq. (3) with
gradient based methods, the corruption operator A also needs
be sub-differentiable. We discuss the choice of A for each
type of corruption next.

Image Inpainting: We chose A to be the masking function.
Given a mask M indicating whether a pixel is corrupted, A is
an element-wise multiplication of M and G(z), as also used
in [15].

Image Colorization: We chose A to be the function which
converts RGB to HSV, then selects the V channel. Using this
A, we encourage the gray-scale version of the reconstruction
image to be close to the corrupted input.

Image Super Resolution: We chose A to be the down-
sampling operation, meaning a low pass filter followed by a
decimation.

Image Denoising: We chose A to be the identity function.
Image Quantization: We chose A to be the identity func-
tion. Ideally, we should choose A to be the step function used
in the quantization, however this function provides no mean-
ingful gradients. We therefore approximate it with an identity
function.

Post processing: For the task of inpainting, we follow [15]
and apply Poisson blending [17] to combine the raw gen-
erated image with the original image. For all other tasks,
blending techniques could further improve SSIM or raise
PSNR. Nonetheless we chose to not perform any form of
post-processing as the generated output already performs
competitively in terms of PSNR and SSIM, while greatly
surpassing traditional methods in visual quality.

GAN archiecture: We use the popular DCGAN model ar-
chitecture [18] in all our experiments. At each layer in G
this architecture halves the number of channels and doubles
the spatial dimension. The discriminator D is constructed in
reverse order. To train this GAN, we use Adam [19] as the
optimizer and augment the data with random horizontal flips.

4. EXPERIMENTS

4.1. Dataset & Corruption Process

We evaluated our method on the CelebFaces Attributes
Dataset (CelebA) [6]. The dataset contains 202,599 im-
ages of celebrity faces of varying viewpoints, expressions,
accessories and hairstyles, see samples in Fig. 4. The images
are aligned algorithmically such that faces are centered and
of similar sizes. These images were then cropped to 64 x 64
patches that consists mainly of the face of the subject. From
the 202,599 images, we keep 2000 images for testing.
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Applications Inpainting Colorization Super Res Denoising Quantization
Metric SSIMPSNR SSIMPSNR SSIMPSNR SSIM PSNR  SSIM PSNR
TV 0.7647 23.10 -- 0.6648 21.05 0.737321.97 0.631220.77

LR 0.6644 16.98 -- 0.675421.45 0.6178 18.69  0.6754 20.65
Sparse 0.7528 20.67 -- 0.6075 20.82  0.8092 23.63 0.7869 22.67
Ours 0.8121 23.60 0.8876 20.85 0.5626 19.58 0.6161 19.31 0.6061 19.77

Table 1. Quantitative comparison on image restoration tasks using SSIM and PSNR(dB).

TV~ LR  Sparse Ours

Real Input

Real Imput TV LR

. k.:r

Fig. 3. Qualitative comparison on image restoration tasks. Each row corresponds to a task in the following order: semantic
inpainting, colorization, super-resolution, denoising, and quantization.

2

Fig. 4. Samples from the CelebA dataset illustrating the vari-
ety of face images.

For both the training and test dataset, we generated pairs
of clean and corrupted examples using the following corrup-
tion process (see Fig. 3 for examples): Semantic Inpainting:
The corruption method is a missing center patch of 32 x 32;
Colorization: The corruption is the standard grayscale con-
version; Super Resolution: The corruption corresponds to
downsampling by a factor of 4; Denoising: The corruption
applies additive Gaussian noise, with standard deviation of
0.1 (pixel intensities from O to 1); Quantization: The corrup-
tion quantizes with 5 discrete levels per channel.

4.2. Comparisons to baseline approaches

We compare the SSIM [20] and PSNR values of our results
to the traditional approaches. Using these metrics, it would
appear that our method performs poorly. However, visual
inspection of the generated images demonstrates that our
method generates a far more realistic image when compared
to other approaches. Furthermore, traditional methods are not
suitable for the colorization task without significant modifica-
tion. Therefore we left out the comparison for this restoration

task. We also provide visual comparisons to TV, sparse cod-
ing, LR, and our method in Fig. 3. Our method recovers more
realistic and natural images in all the presented restoration
tasks.

Our method performs particularly well when significant
amount of information needs to be generated. Although we
do not perform well on the pixel difference based metrics, we
generate images that are closer conceptually, visually more
pleasing and more natural looking.

4.3. Discussions

The empirical results looks promising, however the perfor-
mance of our method is limited by the quality of the trained
GAN. On the other hand, improvements in generative mod-
els naturally transfers to our approach. State-of-the-art GANs
can generate images with simple structures, e.g. faces or cars,
but cannot handle general natural images.

5. CONCLUSION

In this paper, we proposed a unified framework for image
restoration based on MAP and generative adversarial nets.
We evaluated our approach on five different image restoration
tasks. Experiments demonstrate that our approach generates
more natural and realistic reconstructions; we hope to explore
the theoretical aspect of our method in future works.
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