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ABSTRACT
In this paper a new relevance feedback (RF) approach for content based image retrieval (CBIR) is presented. This approach uses Gaussian Mixture (GM) models of the image features and a query that is updated in a probabilistic manner. This update reflects the preferences of the user and is based on the models of, both positive and negative, feedback images. The retrieval is based on a recently proposed distance metric between probability density functions (pdfs), which can be computed in closed form for GM models. The proposed approach takes advantage of the form of this distance metric and updates the metric very efficiently based on the models of the user specified relevant and irrelevant images. Furthermore, it is shown that this framework can be also applied when histograms are used as image models instead of GMs. Finally, we provide numerical experiments that demonstrate the merits of the proposed methodology and the advantages of GMs as compared to histogram image models.
1 Introduction

The target of content-based image retrieval (CBIR) is to retrieve relevant images from an image database based on the similarity of their visual content with a given query image.  Users may submit one or more example images for query. Then, the CBIR system ranks and displays the retrieved results in order of similarity. Most CBIR systems ([1] – [8]) model each image using a combination of low-level features, and then define a distance metric that is used to quantify the similarity between image models. A lot of effort has been devoted in developing features and strategies that capture human perception of image similarity in order to enable efficient indexing and retrieval, see for example [5],[9],[10] and [16]. Nevertheless, low-level image features cannot always capture the human perception of image similarity. In other words, it is difficult using only low-level image features to describe the semantic content of an image. This is known in the CBIR community as the semantic gap problem and for a number of years it has been considered as the “wholly grail” of CBIR [11].

Relevance feedback (RF), has been proposed as a methodology to ameliorate this problem, see for example [1] - [3] and [6] - [8]. RF attempts to insert the subjective human perception of image similarity into a CBIR system. Thus, RF is an interactive process that refines the distance metric of a query through interaction with the user and taking into account his/her preferences. To accomplish this, during a round of RF, users are required to rate relevance of the retrieved images according to their preferences. Then, the retrieval system updates the matching criterion based on the user’s feedback, see for example [1] – [3], [6] – [8], [15] and [16].

Gaussian mixtures (GM) are a well-established methodology to model probability density functions (pdf).  The advantages of this methodology such as adaptability to the data, modeling flexibility and robustness have made GM models attractive for a wide range of applications ([17], [18]). The histogram of the image features is a very succinct description of an image and has been used extensively in CBIR, see for example [4] and [9]. As mentioned previously, GM models provide a very effective approach to model histograms and have been employed for the CBIR problem ([4], [14] and [17]). The main challenge when using a GM model in CBIR, is to define a distance metric between GMs that separates well different models, and, in addition, it can be computed efficiently. The traditionally used distance metric between pdfs is the Kullback-Liebler (KL) distance that cannot be computed in closed form for GM models. Thus, we have to resort to random sampling Monte-Carlo methods to compute KL for GMs. This makes its use impractical for CBIR where retrieval time is an important issue. In [14] the Earth Movers Distance (EMD) was proposed as an alternative distance metric for GM models. Although the EMD metric has good separation properties and is much faster to compute than the KL distance (in the GM case), it still requires the solution of a linear program. Thus, it is not computable in closed form and is not fast enough for a CBIR system with RF.

In this paper we propose the use of an alternative distance metric between pdfs which was recently proposed in [21]. This metric can be computed in closed form for GM models. Also we propose an efficient probabilistic RF technique, which relies on a suitable update of the GM model of the image query using the relevance of the retrieved images. Furthermore, we propose an effective strategy that requires very few computations to update the distance metric for RF. This update methodology and efficient distance computation strategy can be applied not only in case of GM models, but also with other pdf models of the image. In this work, for example, we apply this framework when images are modeled using histograms. A preliminary version of this work has been presented in [22].

The rest of this paper is organized as follows: in section 2 we describe the methodology which we use for image retrieval and RF in the case that images have been modeled using GMs. In section 3 we present the proposed RF scheme when histograms are used as image models. In section 4 we present experiments of this RF methodology that demonstrate its merits, and compare the efficiency of GM and histogram models. Finally, in section 5 we present conclusions and directions for future research.

2 Content-Based Image Retrieval Using Gaussian Mixture Models
2.1 Definition of Gaussian Mixture Models

GM models have been used extensively in many data modeling applications. Using them for the CBIR problems allows us to bring to bear several powerful features of the GM modeling methodology, such as modeling flexibility, and easy training that make it attractive for a wide range of applications ([18], [19]). GM models have been used previously for CBIR, see for example [4] and [14], as histograms models of the features that are used to describe images. A GM model for the image feature vectors x is defined as
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where K is the number of Gaussian components in the model, 
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a Gaussian pdf with mean 
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In order to describe the similarity between images in this context a distance metric must be defined. The Kullback-Leibler (KL) distance metric is the most commonly used distance metric between pdfs, see for example [10]. However, the KL distance cannot be computed in closed form for GMs. Thus, one has to resort to time consuming random sampling Monte Carlo methods. For this purpose a few alternatives have been proposed. In [14] the Earth Movers Distance (EMD) metric between GMs was proposed. This metric is based on considering the probability mass of one GM as piles of earth and of the other GM as wholes in the ground and then finding the least work necessary to fill the wholes with the earth in the piles. EMD is an effective metric for CBIR, however it cannot be computed in closed form and requires the solution of a linear program each time that must be computed. This makes it slow and cumbersome to use for RF were the query changes after RF epoch.

2.2 C2 metric for Gaussian Mixture Models

In order to ameliorate this difficulty a new distance metric was proposed in [21]. This metric between two pdfs 
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and can be computed in closed form when 
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 are GMs. In this case it is given by
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where
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2.3 Relevance feedback based on the C2 metric for Gaussian Mixture Models
For a metric to be useful in RF, it is crucial to be easily updated based on the relevant images provided by the user. Thus, assume we have a query image q modeled as 
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 are the most relevant and desires to update his query based on them. One simple and intuitive way to go about it is to generate a new GM model given by
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where 
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 is the relevance assigned by the user to image 
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 is the weight of the contribution of the previous query to the formation of the new query. The attractive feature of the model in Eq. (4) is that relevance 
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 is consistent with the probabilistic framework that is used, has a physical meaning; it is proportional to the relevance degree assigned by the user to image 
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 and this defines a “composite GM model” that incorporates the preferences of the user. 

Furthermore, it is desirable to efficiently compute the distances between the entries 
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. Taking into account Eq. (3) and (4), the updated distance measure for the new query 
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The relevant images, indicated by 
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, are the database images selected by the user. Since we can a priori compute (and store) the 
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 have already been computed in the previous query, it is obvious that the computation of the distance between 
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 and the database image models is very fast. Indeed it involves only rescaling operations based on the relevance probabilities
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. Another nice property (for relevance feedback) of the model in Eq. (4), is that it can be easily used with other types of pdfs. In other words, the pdfs 
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 in Eq. (2) need not be GMs and could be even simple histograms.

Images retrieved by the system at each retrieval epoch that are not selected by the user as relevant, can be considered as irrelevant. Except for this implicit way of selection of irrelevant images, another one can be considered, in which the user will be asked to define them explicitly. User selected irrelevant images can also be incorporated, as negative feedback, into the RF process. We can thus define, in a way similar to Eq. (4), an updated query 
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where 
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 stands for the negative feedback. The negative query is initially empty, contrary to the positive one which includes the initial query selected by the user.

The best images to retrieve can be found by combining both positive and negative RF. This can be done by minimizing the following distance metric:
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with 
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 being the weight given to positive feedback. After computing the metric 
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 for every database image, we can retrieve the images with the lowest values for this metric. Such images will be similar to the user ideal query, which is determined by the initial query and the positive examples, and dissimilar to the user provided negative examples.
3 Content-based image retrieval using histograms
In the case of modeling the probability density function of the image features using histograms, the modifications which need to be done to apply the previously proposed RF methodology are trivial. The range of the values of each feature is divided into a number of disjoint intervals. The simplest choice for those intervals is to assume that they have equal width. So, assuming that the range of each feature 
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 we obtain a L-dimensional space that has been quantized into 
[image: image62.wmf]L

k

k

k

M

×

×

×

=

2

1

bins. Then, we can approximate the pdf of the image features by simply counting the pixels the features of which fall into each bin and normalize by dividing with the total number of pixels. Thus, we can represent the histogram of an image as 
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In order to compute C2 metric between histogram models
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Substituting the values of the integrals in the formula defining C2 metric (Eq. 2) we have again that 
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 computed for the histograms case are in clear correspondence with the homonymous parameters which were defined in GM case. Both of them are proportional to integrals of products of pdfs. Taking this fact into account, and with the assumption that we use the formulas in Eq. (4) and (6) in order to update the positive and negative queries based on the feedback given by the user (with GMs, in the formulas, replaced by Histograms), we can say that relevance feedback in case of histograms is performed with exactly the same way as for GMs. Actually, if we pre-compute the values for the parameters 
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, for all the database image pairs, the information about the model type (GM or histogram) is not used for RF. So Eq. (5) and (7) remain unchanged for images being modeled as histograms.
4 Experimental Results
4.1 Image features

In order to test the validity of this approach we used 3740 annotated 640x480 color images from the image database in [24]. These images have been separated into 17 semantic categories according to their content (e.g. airplanes, cars, birds, windows etc). Generally, we adopted the categorization specified by the database provider, except for a few cases where categories which are semantically very close to each other were merged.
For each image and pixel in the aforementioned database we extracted a set of features. The features we selected to use are of 3 types:

1) Position: the (x, y)-coordinates of each pixel normalized by the image width for x-dimension and image height for y-dimension.  
2) Color: we chose the CIE-Lab [14] color space as being approximately perceptually uniform, a property very useful for retrieval, thus 3 color features (L*, a*, b*) per pixel were used. In order to take the final values for these features, local Gaussian smoothing is performed according to the texture scale which is mentioned below. In this way we decorrelate the color and the texture of the image.
3) Texture: as a scheme to extract texture features from the images we selected the one presented analytically in [4]. The gradient of the L* component of the image is estimated. The method is based on the eigenstructure of the second moment matrix derived using the aforementioned gradient. One measure of local texture scale and the anisotropy (A), the polarity (P) and the contrast (C) corresponding to this scale, are estimated for each pixel. Taking into account that the polarity and anisotropy values are meaningless in regions of low contrast, the texture features that were selected are:
[image: image71.wmf]ACAC

=*

, 
[image: image72.wmf]PCPC

=*

, and 
[image: image73.wmf]C

.
So, finally, we have an 8-dimensional vector for each image pixel with
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Prior to feature extraction, we performed, sub-sampling, using a spatially uniform grid that retained only the 15% of the initial number of pixels. In other words, we used for feature extraction about 47K pixels per image. Before performing sub-sampling, we smoothed the images with a Gaussian kernel in order to avoid aliasing. Sub-sampling was necessary in order to reduce the computational load required by the feature extraction and model parameter estimation steps. 
4.2 Parameters of the models
The parameters of GM model of each image were estimated using a variation of the well-known EM algorithm, called the Greedy EM [23]. This algorithm avoids the problem of parameter initialization, which is critical for the normal EM. Greedy EM starts with a single component and adds components sequentially until a maximum number is reached. In all the experiments, we chose to use full covariance parameterization for the GM components. We also performed several experiments with GM models of different number of components and we concluded empirically that a good choice for this parameter is to have 10 components per GM model.
The parameters 
[image: image75.wmf],

n

mm

ll

 for the positive and negative examples are given equal values regardless of m, because the user is not required to specify the relative degree of relevance or irrelevance of the chosen images. The exact values of these parameters are determined as follows, taking into account the number of positive and negative examples provided by the user until now and aiming at assigning equal weight at all the examples. Considering the first feedback round with 
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[image: image78.wmf](

)

(

)

(

)

1

1

1

,

1

1

1

...

1

,

1

1

1

1

1

1

1

1

1

1

1

1

1

+

=

L

-

+

=

+

=

L

=

+

=

å

=

k

k

k

k

k

m

k

k

i

m

l

   
[image: image79.wmf](

)

(

)

(

)

0

1

,

1

1

...

1

,

1

1

1

1

1

1

1

1

1

=

L

-

=

=

L

=

=

å

=

n

k

i

n

n

n

n

n

m

n

k

k

m

k

l


In the second RF round, when we have 
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[image: image81.wmf]n

k

2

 negative examples we have the following formulas:
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Similarly, we can generalize the formulas in order to determine the corresponding parameters for the subsequent RF rounds. 

For histograms the main difficulty is the so called “curse of dimensionality”. In other words, even if we use only 4 bins per feature, for the selected features this results in 
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 bins. Of course the 4 intervals, in which each dimension’s range is quantized, provide a very coarse representation of the projection of the pdf on this dimension. So, in order to be able to increase the discriminative power of the histogram in each dimension, more intervals are necessary.  

     However, given that only 47K samples are available per image the difficulties that histogram modeling encounters become apparent. For this purpose, instead of one 8-dimensional histogram we decided to use two 5-dimensional ones, one with the position and color features and the other with the position and texture features. Then, a convex combination of the computed distances for the two histogram models was used. More specifically, the distance 
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with
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We selected empirically to form a 
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 histogram for the position-color feature combination and a 
[image: image93.wmf](

)

C

PC

AC

y

x

norm

norm

-

-

-

-

´

´

´

´

 

8

8

8

5

5

 histogram for the position-texture combination. This selection was motivated by the fact it is meaningless to consider the position features separately from the other types of features. Including position features in the histograms is consistent with GM modeling which makes no discrimination between position, color and texture features. The fact that position features cannot be considered separately, led us to associate them both with texture features and with color features in the position-texture and the position-color histogram respectively. 
4.3 Experiments
We tested the proposed RF methodology both interactively and by simulation. Regarding the interactive experiments, a simple graphical user interface has been developed in order to visualize the results of our RF scheme. The user can choose the number of images which the system will retrieve at each round, the positive feedback weight 
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 and the database image which will constitute the initial query. In the Figures 1-3, a typical evolution of the RF process is shown for
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 along with 15 retrieved images in the case where GMs are used. In the Figures 4-6 we show the RF results if histograms models are used and 
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. In all these figures, the image on the top is the initial user query and the images regarded as the most relevant by the system are displayed in a left to right and top to bottom order. The feedback of the user is provided by selecting the relevant images. The non selected images are considered by the system as irrelevant. Retrieval of the images is very rapid, due to the efficient way that the distance between image models is computed (Eq. (3) and (5)).
In order to quantify the performance of the system we performed a relevance feedback simulation. In this simulation, each image of the database was used as a query. For each query, similar database images were retrieved until three specific Recall Levels [20] (RecLev= 0.3, 0.5 and 0.8) are reached. The Recall Level is specified based on the category the query image belongs to. For these Recall Levels the Precision [20] was found. The retrieved relevant images were also specified and the percentage of them used for relevance feedback in this simulation is denoted as rprc. Also with nrprc we denote the percentage of non relevant retrieved images used for negative relevance feedback. The relevant and irrelevant images used in RF are selected at random from the sets of retrieved relevant and irrelevant images, respectively, when the aforementioned percentages are less than one. Tables 1 and 2 show the progression in Precision for the three Recall levels during different rounds of relevance feedback averaged over the entire database. For the results of Table 1 negative feedback is not used (
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). In Table 2 the negative feedback is included (
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). Similarly, Tables 3 and 4 show the results of similar experiments when histograms are used as image models. 

To give a sense of the retrieval time of the proposed RF methodology, we note that for all 3740 images in the database, the initial retrieval plus six epochs of RF (at RecLev=0.3 with rprc = nrprc = 1) require about 17 minutes of computation time on a 3 GHz PC using a Matlab implementation. This means that average retrieval time per image query with 6 rounds of RF is 0.27 sec.
5 Conclusions – Future Work

A probabilistic framework for relevance feedback based on GM models was proposed in this paper. The main advantages of the proposed methodology are accuracy as indicated by our simulation study results, speed of implementation and flexibility. Incorporation of both positive and negative feedback examples is performed in a very intuitive manner which in combination with the simple and easy to update form of the distance metric C2, allows for real time evaluation of the image ranking criterion. In this way, fast retrieval is achieved after user feedback has been provided.

Furthermore, we compared GM and histogram based image models in order to access the value of GM modeling in ameliorating the “curse of dimensionality” within the context of RF. In order to use the same number of features in both the histogram and the GM case, we were forced to partition the feature space in two subspaces and to use 2 histograms for each image. In contrast, when using GMs, there is no need for such partitioning. As far as the quantitative results are concerned, there is no doubt that when GMs are used the precision is always higher than in the histogram case, except for the initial round (before RF) of retrieval. This indicates that GMs are very potent as image models in the context of RF also.
Moreover, when we use only positive feedback and, more generally, when we assign a high weight (
[image: image99.wmf]pos
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) to the positive feedback, we observe a rapid increase in precision, for a given recall level, at the first RF rounds and then the precision stabilizes to the maximum attainable level. On the other hand, when the weight of positive feedback decreases (always remaining greater than 0.5), the increase in precision becomes smoother, a greater number of rounds is required for convergence, but in many cases we can achieve a higher level of precision than before. Finally, the use of a subset of the available images for feedback (when rprc or nrprc is less than one) leads, in most cases, to slower convergence and even to lower levels of precision.   

In the future we intend to provide the user with the possibility to determine explicitly the degree of relevance of his feedback examples. In addition, we aim to generalize our RF scheme to support region-based similarity and retrieval. Another direction of research is to consider the possibility of using mixtures of t-distributions, instead of GMs, as image models. Finally, we would like to test the scalability of the proposed method using even larger image databases. 
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Table 1. Average Precision over the entire database at given Recall levels during different rounds of relevance feedback with positive examples for GM image models.
	RecLev
	Initial
	1st RF
	2nd RF
	3rd RF
	4th RF
	5th RF
	6th RF

	0.3
	0.33513
	0.7923
	0.79993
	0.80125
	0.80165
	0.80186
	0.8021

	0.5
	0.26917
	0.73649
	0.74245
	0.74318
	0.74307
	0.7431
	0.74299

	0.8
	0.16754
	0.61157
	0.61952
	0.62015
	0.62027
	0.62024
	0.62032


(b) rprc = 1.0, nrprc = 0
Table 2. Average Precision over the entire database at given Recall levels during different rounds of relevance feedback with positive and negative examples for GM image models.
	RecLev
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	Initial
	1st RF
	2nd RF
	3rd RF
	4th RF
	5th RF
	6th RF

	0.3
	0.55
	0.33513
	0.62053
	0.79251
	0.86262
	0.90686
	0.93409
	0.951

	0.5
	0.55
	0.26917
	0.646
	0.77488
	0.83917
	0.87917
	0.90769
	0.92679

	0.8
	0.50
	0.16754
	0.54565
	0.66695
	0.74808
	0.80541
	0.84534
	0.87432


 (a) rprc = 0.5, nrprc = 0.5
	RecLev
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	Initial
	1st RF
	2nd RF
	3rd RF
	4th RF
	5th RF
	6th RF

	0.3
	0.55
	0.33513
	0.79246
	0.94389
	0.97177
	0.9804
	0.98542
	0.98852

	0.5
	0.55
	0.26917
	0.84543
	0.94716
	0.96732
	0.97473
	0.98012
	0.98343

	0.8
	0.50
	0.16754
	0.78423
	0.90279
	0.93368
	0.94328
	0.95042
	0.95548


(b) rprc = 1.0, nrprc = 1.0 

Table 3. Average Precision over the entire database at given Recall levels during different rounds of relevance feedback with positive examples for histogram image models.

	RecLev
	Initial
	1st RF
	2nd RF
	3rd RF
	4th RF
	5th RF
	6th RF

	0.3
	0.4477
	0.6626
	0.6791
	0.6857
	0.6893
	0.6917
	0.6935

	0.5
	0.368
	0.5735
	0.5795
	0.5812
	0.5817
	0.5818
	0.5816

	0.8
	0.232
	0.3977
	0.399
	0.3995
	0.3995
	0.3993
	0.3993


(b) rprc = 1.0, nrprc = 0

Table 4. Average Precision over the entire database at given Recall levels during different rounds of relevance feedback with positive and negative examples for histogram image models.

	RecLev
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	Initial
	1st RF
	2nd RF
	3rd RF
	4th RF
	5th RF
	6th RF

	0.3
	0.60
	0.4477
	0.6997
	0.7801
	0.8135
	0.8283
	0.8391
	0.8484

	0.5
	0.55
	0.368
	0.6066
	0.7051
	0.7398
	0.7577
	0.7705
	0.7814

	0.8
	0.55
	0.232
	0.4911
	0.5486
	0.5703
	0.5861
	0.5986
	0.6084


 (a) rprc = 0.5, nrprc = 0.5

	RecLev
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	Initial
	1st RF
	2nd RF
	3rd RF
	4th RF
	5th RF
	6th RF

	0.3
	0.60
	0.4477
	0.7316
	0.7932
	0.8234
	0.8366
	0.8467
	0.8553

	0.5
	0.55
	0.368
	0.6272
	0.7157
	0.7507
	0.7679
	0.7809
	0.7914

	0.8
	0.55
	0.232
	0.4975
	0.5545
	0.5762
	0.5923
	0.6046
	0.6143


(b) rprc = 1.0, nrprc = 1.0 
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Figure 1: Initial set of retrieved images by system and user selected relevant images for GM image models.
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Figure 2: Retrieved images and user choices after the first RF round for GM image models.
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Figure 3: Retrieved images after second RF round for GM image models.
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Figure 4: Initial set of retrieved images by the system and user selected relevant images for histogram image models.
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Figure 5: Retrieved images and user choices after the first RF round for histogram image models 
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Figure 6: Retrieved images after the second RF round for histogram image models
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