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Design of Digital Linear-Phase FIR
Crossover Systems for Loudspeakers by
the Method of Vector Space Projections
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Abstract—A new technique for designing digital linear-phase
FIR crossover systems for loudspeakers is proposed. The ap-
proach is based on the principle of vector space projections. We
describe the constraint sets and their projections that capture the
properties of the desired crossover filters. The proposed approach
is capable of designing crossover networks for multiple band-
splitting as well as for equalization. Designs that demonstrate the
advantages and flexibility of this method are furnished.

Index Terms—Crossover systems, digital filter design, digi-
tal filters, equalization, FIR filters, linear phase, loudspeakers,
vector-space projections.

I. INTRODUCTION

CROSSOVER networks are used in loudspeaker systems
[1], [2]. Since it is difficult to design a single loudspeaker

driver that accurately reproduces all audio frequencies, a
high-quality loudspeaker must have two or more drivers (see
Fig. 1), where each is specifically designed to operate over
a portion of the audio spectrum. The function of a crossover
network is to split the audio signal into adjacent frequency
bands that are appropriate for each driver. Typically, crossover
systems are composed of a parallel combination of filters
called analysisfilters. The frequency in the transition bands
at which the filter gain equals that of an adjacent filter is
called thecrossoverfrequency. The sum of the filter response
functions should be relatively constant everywhere, including
the transition bands. If this is not the case, irregularities such
as peaks and dips in the crossover transition band are heard
as undesirable colorings in the sound production.

It is very desirable, among other things, to have an over-
all loudspeaker/crossover system that produces a flatsound
pressure level(SPL) near the listener for the entire audio
spectrum i.e., without amplitude and phase distortion. How-
ever, loudspeakers are passive electromechanical devices that,
unfortunately, due to their particular physical and electri-
cal characteristics, introduce errors in amplitude, phase, and
crossover characteristics. Traditionally, engineers compensated
for these errors by designing crossover systems using analog
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Fig. 1. M -way crossover/loudspeaker system.

circuitry. Analog designs can only partially reduce these errors
since the filters themselves also introduce some nonlinearities.
At the present time, some manufacturers are introducing a
digital stage in their design based on DSP or VLSI chips.
Equalizers and crossover systems based on FIR and IIR filters
are being implemented especially in high-end loudspeaker
systems. Digital systems can outperform their analog coun-
terparts in the quality of sound produced since they can be
programmed to perform at the level where the distortions
caused by loudspeakers are significantly reduced.

Digital crossover networks are capable of splitting the signal
into multiple frequency bands and compensate for amplitude
distortion without introducing undesirable amplification or
attenuation in the crossover bands. It is desirable that they
enjoy linear phase response (no phase distortion) and minimal
overlap between bands. Moreover, using digital allpass IIR or
FIR filters can negate excess phase distortion.

II. DIGITAL CROSSOVERSYSTEM

CHARACTERISTICS AND DESIGN

Consider first the case where the loudspeaker characteristics
are ideal (i.e., flat SPL across the entire audio spectrum).
In that case, an ideal crossover network will provide the
following:

1) a combined linear phase and flat, say, unit magnitude
frequency response over the whole band i.e.,

for

(1)
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where each is the transfer function of the
crossover network, and
for , where is the length of each of the

individual filters;
2) adequate steep cut-off rates of the individual filters

;
3) good stopband attenuation for each filter to

prevent out of band signals from saturating and possibly
damaging the speakers.

The filter synthesized from , as described in
(1), defines an element of the class of strictly complementary
(SC) filters. If we split a time-discrete signal into
subband signals using the analysis filters , then we can
add the subband signals to get back a delayed replica of the
original signal with no distortion. When , the
design an SC pair can be done as follows: Let be the
response of a linear-phase, lowpass filter of an odd length
Then, is a highpass filter
and is strictly complementary to For an arbitrary ,
there exists a subclass of filters known asth-band filters
or Nyquist filters. For a fixed , the impulse response

of such filters satisfies

otherwise.
(2)

In other words, is zero at multiples of It can be shown
[3] that if with linear phase, then

assuming (3)

In words, is a multiband, linear-phase filter composed
of uniformly SC analysis filters, which are frequency-
shifted versions of with a magnitude that adds up to
a constant. A disadvantage in usingth-band filters as a
crossover system is that all the passbands are equal, which is
usually inappropriate for the spectrum range of different types
of speakers (woofer, mid-range, and tweeter). To be able to
design a crossover system withunequal frequency bands, a
second level of a crossover filters will split a signal into two
or more Nyquist subbands. This technique allows a limited
choice of crossover frequencies at the expense of increasing
additional passband regions.

When the loudspeaker characteristics are not ideal, then
a crossover system should also incorporate equalization to
correct the speaker SPL aberration in addition to the above
characteristics, i.e.,

for (4)

where represents the speaker SPL as a function of
frequency. The th-band filters cannot easily be designed to

compensate for the prescribed aberrations. The best we can do
is to design a multilevel filter as

(5)

where represents the level of each band. This may not
yield satisfactory equalization.

The disadvantages of crossover filter design by existing
methods can be overcome by design based on vector space
projections. We review the principles of this technique below.

III. VSPM BACKGROUND

The vector space projection method(VSPM) deals with the
problem of finding a mathematical object (for example, a
signal, function, image, etc.) in a proper vector space that
satisfies multiple constraints. When all the constraint sets
are convex and have anonempty intersection, there exists
a powerful theory in finding the object that satisfies all the
constraints. This subset of VSPM is calledprojection onto
convex sets(POCS), which we describe below.

The theory of convex projections, developed by Bregman
[4] and Gubinet al. [5], was first applied to image processing
by Youla and Webb [6]. See [7] for a basic introduction to this
method. Additional introductory material and applications can
be found in [8]–[11]. Here, we provide only the basic idea.

To begin with, assume that all the objects of interest are
elements of a Hilbert space Now, consider a convex set

; then, for any , the projection of onto
is the element in closestto If is closed and convex,

exists and is uniquely determined byand from the
minimality criterion

(6)

This rule, which assigns to every its nearest neighbor
in , defines the (in general) nonlinear projection operator

without ambiguity. In this paper, the norm operator
is taken to be the Euclidean norm. Ifis already in ,

then
The basic idea of POCS is as follows: Every known property

of the unknown will restrict to lie in a closed
convex set in Thus, for known properties, there
are closed convex sets and

Then, the problem is to find a point of
given the sets and projection operators projecting

onto The set is sometimes called the
solution setsince any element of satisfies all the constraints
and therefore represents a feasible solution. Often, but not
always, it is clear whether a solution set exists or not. When

is empty, the user must decide which constraint set can
be enlarged at the lowest design cost. Based on fundamental
theorems given by Opial [12] and Gubinet al. [5], the sequence

generated by the recursion relation

(7)

converges weakly to a point
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Fig. 2. Trajectory of iteration in POCS with two sets. The setCs is the
solution region, andx0 is an arbitrary starting point.

There are generalizations of (7) that often can increase
the rate of convergence. However, a discussion of these
generalizations is tangential to the objective of this paper and,
hence, will be omitted. For further details, see [7].

Fig. 2 shows a trajectory of the iterates in an application
of POCS when two convex constraint sets are involved.

IV. DESIGN OF LINEAR-PHASE

CROSSOVERFILTERS USING VSPM

The first step in implementing the VSPM algorithm is to
define the appropriate sets that capture the crossover analysis
filters properties. These sets are parameterized by the con-
straints needed to specify the characteristics of the filters. Let
us define

and

where for , and is an
arbitrary -tuple whose components are
In addition, “ ” indicates Fourier pairs. Ideally, the VSPM
iterative algorithm should be implemented via the discrete-
time Fourier transform, and therefore, represents the size
of the fast Fourier transform (FFT). is the space of real
vectors with components, and is the
vector with the first components representing the impulse
response of the filter controlling the frequency response in the
th band. In parallel with (1) and taking into consideration the

stopband attenuations, we define the following appropriate sets
for an -way crossover system. Best defined in the frequency

Fig. 3. Crossover filters magnitude response for aM -way system.

domain, these sets are

and

arg

for and for (8)

for

for (9)

for

for (10)

where are the break frequencies as
shown in Fig. 3. Note that and that In
addition to the above sets, we define the following linear-phase
constraint set in the time domain:

for
and for

for and for

(11)

In words, is the set of all -tuple, finite-length, se-
quences that imply a Fourier transform that satisfies (1)
with an error tolerance region of width The
sets are the sets that constrain the
magnitude-summed frequency responses of all subband filters,
except the th, to a level of in the passband of the th
filter. The sets are the sets of
all -tuple finite-length sequences with magnitude-summed
stopband attenuation bounded by for different transition
bands in the spectrum. The set is the set of all symmetrical
sequences that satisfies the crossover filter’s
linear phase property and impulse response of lengthThe
convexity of is shown below. The convexity of the other
sets can be established using similar arguments as for the sets
defined in [7, pp. 225–228].

Convexity of : Let and and

Then, for , define
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However,
We must show that

Since the phases of all elements
are equal, the phase term can be factored out to yield

(12)

The term on the right-hand side is bounded from above by
since and from below by
since Therefore, ,

and is convex.
The next step is to find the projections onto these sets.

The projections are computed using the Lagrange multiplier
method and worked out in the Appendix. In this section, we
only furnish the results.

As pointed out in the Appendix, it is not necessary to
compute the projections onto since all iterates are confined
to the subspace of functions with linear phase as a result of
projecting onto The other projections do not affect the
phase. For this reason, we relax the constraints inby
removing the linear phase constraint. The resulting set, which
we call , is the one that we deal with in what follows.

Projection onto : The projection of an arbitrary -tuple
onto is , where the components of

are

if
if

if

(13)

Projection onto : The projection of an
arbitrary -tuple onto is , where
the components of are

for
and

for
and

for
and

for
(14)

Projection onto : The projection
of an arbitrary -tuple onto is ,

where the components of are

for
and

for
and

for
and

for
(15)

Projection onto : The projection of an arbitrary -tuple
onto is , where

for and for
for and for

(16)

With the exception of set , the projection onto all other
sets are conveniently done in the frequency domain. Observe
that each of the sets

depends on the continuous frequency variable
Since the projections onto these sets are realized numerically,
the frequency range is partitioned onto a grid of discrete-
frequency values commensurate with the of size with

The discrete frequencies are given by
Now, consider a frequency

plane projector such as ; this projector furnishes a correction
at every frequency (due to the symmetry
of around projections need to be
performed only from 0 to , which only cuts the computations
in half). If denotes the application of projector at

, then the full action can be described by the composition
of single-frequency operators or

(17)

where It is the same with projectors
and ; each of these can be

represented by a composition of single-frequency operators.
The projector , which projects onto , depends on the

discrete-time variable If we denote as the application
of at specific time , then the overall action of can be
written as a composition of specific-time operators

i.e.,

(18)

For the special but important case , the VSPM
algorithm takes the form

arbitrary (19)

where projectors are compositions
of the form shown in (17). Each projection is called a step. A
new iteration cycle begins after seven steps.
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Fig. 4. Flowchart showing the numerical realization of (19).

Fig. 4 is a flowchart of the algorithm for , i.e., three
crossover filters. Compositions of the projectors are realized by
loops. In practice, there is much room for optimization of the
algorithm, which we do not show for simplicity. For example,
projecting onto requires modification of
only over the band Likewise, projecting onto
involves modification of only over the band

, etc., for the others.

V. EXAMPLES AND NUMERICAL RESULTS

In both of the following two examples, we chose
The iterative procedure stops when

for In our design examples, we used
The crossover systems designed are for a three-way

system, i.e., in (1). In the first example, we assume
that the loudspeaker has a flat SPL over the entire audio
spectrum and does not need to be equalized. The crossover
system is designed for spectrum splitting only. The normalized
critical frequencies in both examples are chosen realistically
to accommodate a three-way system to be

and
In the second example, we hypothetically model the SPL of

the loudspeaker as ;
see the top part of Fig. 8. The crossover system is designed
for spectrum splitting as well as to equalize the SPL.
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Fig. 5. Frequency response for the crossover system for a three-way system.

Choice of the Design Parameters:A practical way to de-
sign the crossover filters is that we start by specifying the
values and for an acceptable deviation for a
given application and then look for the minimum filter order
realizing these specification (i.e., so that the intersection of all
the constraint sets is not empty). Following this procedure, we
can easily pick the required filter order over a few runs of the
presented algorithm. The number of iteration cycles needed to
reach convergence decreases significantly when increasing the
size of the intersection set.

Example 1—Design Of Crossover Filter for Spectrum Splitting

In this example, a linear-phase crossover system was de-
signed with length

For the above values of
and the intersection of all the constraint sets is not empty.
Fig. 5 shows the frequency response, and Fig. 6 shows the
plot of The peak-to-peak deviation is negligible, and
this leads to a near-perfect reconstruction, i.e., errors of
the order of of the input signal. Thus, we may write

(20)

The proposed algorithm for this example converged after some
10 000 iteration cycles (3 min on a 300-MHz Pentium PC
using MATLAB).

Example 2—Design of Crossover System for
Spectrum Splitting and Equalization

In this example, a linear-phase crossover system was
designed with length

For
these values of and there is a nonempty
intersection of all the constraints sets. Fig. 7 shows the

Fig. 6. Plot ofH(!):

Fig. 7. Frequency response for the crossover system for a three-way system.

frequency response, and Fig. 8 shows the plots of (top),
(middle), and of (bottom). The peak-to-peak

deviation of as a result of equalization is small
(about 0.1 dB). The proposed algorithm for this example
converged after about 23 000 iteration cycles (7 min on a
300-MHz Pentium PC using MATLAB).

VI. CONCLUDING REMARKS

In this paper, a new and promising vector-space design
method for an important class of digital, linear-phase, FIR
filters was presented. The method has significant flexibility
in that any number of constraints can be incorporated in the
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Fig. 8. Plot of the speaker SPL (upper),H(!) (middle), andH(!)L(!)
(lower), in decibels.

design without the need to find one-step analytical solutions. In
addition, vector space projections allow the design of arbitrary

-way crossover systems as easily as a three-way system.

APPENDIX

Projection onto Finding the projection of an arbitrary

onto involves
finding the infinum (minimum) over all

in of the Lagrange functional

(21)

where is the real component of , the first term
on the right-hand side measures the distance fromto ,
the second term is the imposition of the magnitude tolerance
constraints, and the third term ensures that all the filters have
phase Note that is assigned the

value if , and
if

The solution of (21) involves finding constraints
in addition to finding the projection variables

While this is possible,it is not neces-
sary, the reason being that every iteration involves elements
only from the subspace of functions with linear phase, where
the last is a consequence of projecting onto The constraints
in imply the well-known linear-phase constraint. Hence,
every element will have the form

(22)

This allows the computation of the projection to be much
easier since the third term on the right-hand side of (21) (i.e.,

the linear phase constraints) can be eliminated. For the sake of
brevity, we have already applied this simplifying assumption
in the definition of and

Assuming that all elements are confined to the subspace
of functions of linear phase , to compute the projection
of an arbitrary -tuple onto , we write the Lagrange
functional as

(23)

where, for simplicity of notation,
, and We note that

since

Let and , where the
subscript prefixes and stand for “real” and “imaginary,”
respectively. Thus, (23) is rewritten as

(24)

and computing yields

(25)

(26)

Multiplying (26) by and adding (25) and (26) yields

(27)

where we see that
To find , we consider the three cases

and
Case 1: For this case, the projection of

will lie on the upper boundary of , and hence, the projection
will satisfy

(28)

Then, from (27) and (28), we get

(29)

or, since

(30)
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Define Then, from (30)
or, equivalently

(31)

which yields the two roots

and (32)

The first root yields the solution

(33)

whereas the second root yields

(34)

The solution for in (33) and (34) both satisfy the set
membership constraints i.e.,

and arg (35)

and, hence, are elements of points in However, for root
, the distance from to is , whereas for

root , it is Hence, only
yields the correct projection, which is (33) repeated as

(36)

Case 2: For this case, the projection of
will lie on the lower boundary of and, hence, the projection
will satisfy Proceeding exactly as in Case 1,
we obtain

(37)

Case 3: For this case, no correction is
needed since is already in the set.

Projection onto : The Lagrange functional for this case
is

(38)

Proceeding exactly as when we computed the projection
onto , we obtain for

(39)

Using the constraints that

when

we obtain, as the projection

(40)

where

When or , then
since is already in the set.

Projection onto : Following the method of the pre-
vious two computations, we can write, by inspection for

(41)

where

When or , then
since is already in the set.

Projection onto : The Lagrange functional for this case
is

We solve for for by setting for

, and using the equations ,
we get

for (42)
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