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Analysis of Discrete-Time Server Queues
with Bursty Markovian Inputs

Panagiotis Mavridis George V. Moustakides

Abstract

We study a discrete-time deterministic server queue with infinite buffer and with packet arrivals that depend
on a multidimensional Markov process. Using the generating functions approach we give a means for obtaining
the boundary conditions vector for the case where the value zero is a multiple eigenvalue of the problem. We
also derive recursive form expressions for the direct determination of the moments of the queue length. These
expressions do not require the knowledge of the steady state probabilities of the combined source-queue process.
Finally our method is applied to two queueing problems related to data transmission through an ATM switch
with a queue of infinite length. Closed form expressions for the first two moments of the corresponding queue
lengths are obtained.

I. I NTRODUCTION.

During the last years, special interest is deployed on B-ISDNs, due to their ability to simultaneously transfer
data, voice and image. B-ISDNs are mainly implemented through Asynchronous Trasfer Mode (ATM) whose
basic characteristics are the use of fixed-cize packets called “cells” as transfer units, and the identification of
each communication unit by a cell header label [1], [2]. Cells may come from many different sources, such
as computers, disc units, telephone devices, image transmission units etc. Each cell, in the way to its final
destination, is transferred from an ATM switch to another located to a different place. Cells are stored in the
ATM switches, waiting for their next transmission. The internal speed of an ATM switch is fast enough, so that
we can focus our attention only to its output queue [3].

The output queue of an ATM switch can be considered as a discrete time deterministic server queue, with
its time slot equal to the transmission time of a cell. It is clear that the behavior of such a queue depends on
its cell arrival process.

The study of the queue length of a discrete -time deterministic server queue, where packet arrivals depend
on Markov processes, is of special interest. In [4] an infinite buffer queue is studied with voice packet arrivals
characterized by a Markov chain and low priority data message arrivals, characterized by a Poisson process.
In [5] the problem for sources that are two or three state Markov chains is considered. Cell arrivals to an
output queue of an ATM switch from a GI-stream and from a M-stream are studied in [6]. These streams
are considered as Markov-chain driven arrival probabilities. In [7] it is considered cell arrivals coming from a
combination of a GI-stream, an M-stream and a B-stream (which is the sum of one-step Markov chains). In [8]
the queue behavior is studied under the assumption that in each of theN input trucks, one cell arrives every
T deterministic time slots. In [9] the same problem is studied under the extension that each input truck can
be active or inactive. In [10] every input truck has a possible different deterministic rate thus for thei-th input
truck a cell arrives everydi time slots.

In this papers we consider two different source models. In the first model sources can decide wether to
send a number of cells or not. Once a source decides to sendk cells, wherek any nonnegative integer, it
will be sending cells for the nextk time slots. During this time no other decision is possible. When the task
is completed the source is again allowed to make decisions. Every cell that is send by the source is directly
entering the queue. This model applies, for example, to the problem oftransferring files of different lengths
through an ATM switch. A similar model was used in [17] but with a basic difference, namely, when the source
decided to sendk cells the transfer was performed in a single time slot.

The second model we are going to consider is the case where the source decides whether or not to send a
given number ofk packets. Once the decision to send is made the source will be sending packets for the next
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k time instants. The packets do not enter directly into the queue but rather into an auxiliary buffer devoted to
the specific source. Once allk packets have entered the buffer, its content is directly transferred to the main
queue. This model applies, for example, to the structure of a normal queue at the physical layer. Normal cells
are comprised of a fixed number of bytes (or bits). A cell does not enter the queue unless all bytes of the
cell are received at the queue. We give the possibility to each source to have a different length for its cell (in
number of bytes).

In order to solve the two problems we just described we focus our attention to the size of the queue length.
Using generating functions we obtain a general formula for the stationary probabilities of the combined source-
queue process. For the determination of the boundary conditions we follow an approach similar to [13] and
extend it to cover our case. A different approach to the boundary conditions problem can be found in [11]
where an algorithm, based on the matrix analytic approach of [12], is presented. The second result of this papers
consists in the derivation of a general method for recursively obtaining the moments of the queue length. The
technique used to derive the recursive expressions is similar to the technique presented in [14]. The method is
then applied to the two problems described above and closed form expressions for the mean and variance of
the corresponding queue lengths are obtained.

The rest of this paper is organized as follows, in Section II we present the general background and we
concentrate our study in determining the boundary conditions for the case of multiple zero eigenvalues. In
Section III recursive formulas for the determination of the queue length moments are derived. In Section IV
the theory is applied to the two queueing problems. Finally Section V contains the conclusion.

II. GENERAL BACKGROUND.

The queueing model we use is a typical discrete - time, deterministic - server queue with infinite buffer.
Time is slotted, and if the queue is not empty, one packet departs from the queue at the beginning of each
time slot. In the remaining of the time slot, new packets arrive at the queue fromm independent input trucks.
Each input truck is driven from a Markov process. Each Markov process enters in a new state at the beginning
of each time slot and the probability to sendi packets depends on this new state. We consider each Markov
process to be independent of the others. The combination of these Markov processes forms a multidimensional
Markov process which we will call theSource Processor simply “the source”. We will also assume that the
probability distribution of packet arrivals depends every time on the state of the source process.

Let q[r] denote the state of the source process at the end of ther-th time slot, then let us denote bypij the
state transition probabilities, that is

pij = Pr[q[r + 1] = xi/q[r] = xj ] (1)

wherex0, x1, . . . , xK are the possible states of the source process. The state - transition table then takes the
form

P =




p00 p01 . . . p0K

p10 p11 . . . p1K

...
...

...
pK0 pK1 . . . pKK


 (2)

The combination of the source and the queue forms a large (actually infinite state) Markov process the
stationary probabilities of which we denote bygm(n), that is, gm(n) = Pr[at the end of the time slot, the
source process is in statexm and there aren packets in the queue]. Combining all probabilities that refer to
the same queue length in a vectorg(n) we have

g(n) = [g0(n) g1(n) g2(n) . . . gK(n)]t (3)

The corresponding vector of generating functionsG(z) is defined as

G(z) =

[ ∞∑
n=0

g0(n)zn,

∞∑
n=0

g1(n)zn, . . . ,

∞∑
n=0

gK(n)zn

]t

(4)

Note thatG(1) is the stationary source probability vector and thus it is the right normalized eigenvector ofP ,
corresponding to the unit eigenvalue.
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At the beginning of the time slot, the source enters at a new statexj and decides to sendl packets with
probability hj(l). Let hj(l) = Pr[ l packets arrive in the queue / the state of the source isxj ]. Denote byh(l)
the following diagonal matrix

h(l) = diag[h0(l), h1(l), . . . , hK(l)] (5)

and withH(z) that matrix of the corresponding generating functions

H(z) = diag

[ ∞∑

l=0

h0(l)zl,

∞∑

l=0

h1(l)zl, . . . ,

∞∑

l=0

hK(l)zl

]
(6)

Notice that forz = 1 we obtainH(1) = I, the unity matrix.

After the above definitions we can easily see that the steady state probabilitygm(n) satisfies

gm(n) =
K∑

j=0

gj(n + 1)pmjhm(0) +
K∑

j=0

gj(n)pmjhm(1) + · · ·

+
K∑

j=0

gj(1)pmjhm(n) +
K∑

j=0

gj(0)pmjhm(n)

(7)

From Eqs. (3, 5, 7) we conclude that

g(n) = h(0)Pg(n + 1) + h(1)Pg(n) + · · ·+ h(n)Pg(1) + h(n)Pg(0) (8)

or using generating function
[zI −H(z)P ]G(z) = (z − 1)H(z)PG(0) (9)

Notice that the only unknown quantity in (9) is the vectorG(0) of the boundary conditions. Several methods
have been proposed for the determination of this vector [11], [13]. In the remaining part of this section we
will attempt to give sufficient conditions for determiningG(0) for the case whereP andH(z) are kronecker
products andz = 0 is a multiple eigenvalue of the matrixzI−H(z)P . Our method will follow the same ideas
of [13] but will extend them to the multiple eigenvalue case.

Determination ofG(0).
A first equation that is necessary for determiningG(0) can be obtained by taking the derivative of (9) with
respect toz and then multiplying from the left with the vector[11 · · · 1] [13]. This results in

1− [11 . . . 1]H ′(1)G(1) = [11 . . . 1]G(0) (10)

Since [11 . . . 1]G(0) ≥ 0 this sets a constraint on the possiblehi(l) that can be combined withP . If the
length of G(0) is (K + 1), then we need anotherK equations for determiningG(0). In [13] a method is
described which basically consists in obtainingK vectors that are orthogonal toG(0). These vectors are the
fi(zi), i = 1, . . . ,K, wherefi(z) is an eigenvector of the matrixH(z)P corresponding to the eigenvalueλi(z).
Also zi is the solution of the equationz = λi(z) that lies inside or on the unit circle (exceptz = 1). This theory
is valid only for the case where thezi is simple. In the problems we are going to consider the assumption of
simple eigenvalues does not hold. Specifically we will see that the eigenvaluez = 0 is multiple and thus the
method of [13] is not directly applicable. With the next theorem and the corollaries that follow we will show
that, under certain conditions, the result of [13] still applies if the eigenvectors are replaced by the generalized
eigenvectors defined in the Jordan Representation Form (JRF). This actually means thatG(0) is orthogonal to
the whole left eigenspace defined by the eigenvaluez = 0.

Before stating the theorem let us first introduce some necessary notations and some elements from Linear
Algebra regarding the JRF [15, pp. 364–369]. LetA1⊗A2 denote the kronecker product of the matricesA1, A2

and⊗m
i=1Ai = A1 ⊗A2 ⊗ · · · ⊗Am. If a matrix A has an eigenvalueλ with multiplicity r then any vectorf0

that satisfies
f t
0(A− λI) = 0 (11)

is a left eigenvector ofA associated withλ. Let f01, f02, . . . , f0s be a maximal set of linearly independent left
eigenvectors associated withλ. Then it is known thats ≤ r (geometric dimension no larger than algebraic).
When the inequality is strict we need to define generalized eigenvectors in order to obtain the necessary linearly
independent vectors that will lead us to the JRF. Notice that we can always select the left eigenvectors in such
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a way that they either belong to the range ofA − λI or to its orthogonal complement. This is true because
a linear combination of eigenvectors is still an eigenvector (when they refer to the same eigenvalue). Thus let
f01, . . . , f0p be the eigenvectors that belong to the range ofA − λI. Each of these eigenvectors initiates a
process that generates generalized eigenvectors in the following way

f t
0(A− λI) = 0 (eigenvector)

f t
j (A− λI) = f t

j−1, j ≥ 1 (generalized eigenvector) (12)

The process is stopped when the first linearly dependent vector is obtained. The indexj is the “order” of the
generalized eigenvector. The combination of left eigenvectors and generalized eigenvectors of an eigenvalue
λ spans the whole left eigenspace that is associated withλ. Notice that a very useful property which is true
for the regular eigenvectors is also satisfied by the generalized eigenvectors. Specifically, all (generalized) left
eigenvectors of an eigenvalueλ are orthogonal to all (generalized) right eigenvectors of any other eigenvalue.
This means that left and right eigenspaces associated with different eigenvalues are orthogonal to each other.
We are now ready to state our theorem and two corollaries that will yield the necessary generalization to the
method of [13].

Theorem1. Consider the boundary conditions problem defined by Equ. (9). LetH(z)P be of the form
H(z)P = U(z) ⊗ A(z) ⊗ V (z), whereA(z) can be written asA(z) = A(0) + zdB(z), andU(z), V (z) are
square matrix polynomials. IfA(0) has a multiple eigenvalue atλ = 0 then the boundary conditions vector
G(0) is orthogonal to any vectorφj that has the form

φj = u⊗ fj ⊗ v (13)

whereu, v are arbitrary vectors andfj is any (generalized) left eigenvector of order up tod − 1 associated
with the eigenvalue zero.

Proof. The proof is given in the Appendix. We can now prove the following two corollaries.

Corollary1. Let H(z)P = ⊗m
i=1Hi(z)Pi with Hi(z)Pi = Hi(0)Pi +zdiBi(z) andHi(0)Pi having a multiple

eigenvalue at zero. ThenG(0) is orthogonal to any vectorw of the formw = ⊗m
i=1wi wherewi are arbitrary

vectors with the only restriction that at least one of thewi is a (generalized) eigenvector ofHi(0)Pi of order
up to di − 1 associated with the eigenvalue zero.

Proof. Apply Theorem 1 forU(z) = ⊗i−1
j=1(Hj(z)Pj), V (z) = ⊗m

j=i+1(Hj(z)Pj), A(z) = Hi(z)Pi, u =
⊗i−1

j=1wj , v = ⊗m
j=i+1wj .

Corollary 2. If H(z)P can be written as in Corollary 1 and also a) everyHi(0)Pi has a single nonzero
eigenvalueλi with multiplicity one, b) every sequence of generalized left eigenvectors of the zero eigenvalue
has at most(di− 1) elements, then the boundary conditions vectorG(0) can be written in a kronecker product
form G(0) = a0 ⊗m

i=1 si, where si is the right eigenvector ofHi(0)Pi that is associated with its nonzero
eigenvalue.

Proof. Letψi, si denote the left and right eigenvectors ofHi(0)Pi associated with the nonzero eigenvalueλi

and fji, j = 0, 1, . . . , ki the (generalized) left eigenvectors of the same matrix associated with the multiple
zero eigenvalue. The vectorsi is orthogonal to all vectorsfji since it is associated with a different eigenvalue.
According to Corollary 1,G(0) is orthogonal to all vectorsw of the formw = ⊗m

i=1wi where at least onewi is
one of the vectorsfji. Selecting nowwi to be eitherψi or anyfji with the only constraint that at least one of
thewi to be different thanψi we conclude, because of Corollary 2, thatG(0) is orthogonal to all these vectors.
The number of the vectors we just defined is(k1 +1)(k2 +1) · · · (km +1)−1 (all possible combinations except
the one where allwi equalψi). G(0) being of size(k1 + 1)(k2 + 1) · · · (km + 1) is thus uniquely defined
(modulo a multiplicative constant). Consequently if we set

G(0) = a0 ⊗m
i=1 si (14)

we can easily see that this vector satisfies all orthogonality constraints and thus is the vector we are looking
for. In order to facilitate certain derivations later in the paper, without loss of generality, we assume for each
si that it satisfies

[1 1 · · · 1]si = 1 (15)
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and thus from (10) we determinea0 as

a0 = 1− [1 1 · · · 1]H ′(1)G(1) (16)

III. M OMENT ANALYSIS.

In this section we will present a general method for obtaining directly the moments of the queue length
without the need of finding the stationary probabilities first. Specifically we will obtain the quantities

vm = [1 1 · · · 1]G(m)(z)|z=1 (17)

whereG(m) denotes them-th derivative ofG(z) with G(z) defined in (9). Notice that in order to obtainG(z)
we need to compute the inverse ofzI −H(z)P . This is not always possible since the matrix depends onz.
If instead we are only interested in the momentsvm defined in (17) then it is possible, most of the time, to
compute these moments by solving small linear systems with constant coefficients. Let us consider this problem
for a slightly more general case. Let us assumeF (z) to satisfy the following equation

Q(z)F (z) = (z − 1)R(z)F (18)

whereQ(z), R(z) are square matrices. From (18) we conclude thatQ(1)F (1) = 0 which means thatQ(1) is
singular andF (1) is its right eigenvector associated with the zero eigenvalue. Let nowx0 be the left eigenvector
i.e. xt

0Q(1) = 0, then we selectx0 andF (1) to satisfyxt
0F (1) = 1. Notice that Equ. (9) is a special case of

(18) with F (z) = G(z), Q(z) = zI −H(z)P , R(z) = H(z)P , F = G(0) andx0 = [11 · · · 1]t. We are now
interested in obtaining

um = xt
0F

(m)(z)|z=1 (19)

The following theorem describes a recursive method for the computation ofum. Analogous recursive expressions
for the computation of the moments of traffic processes associated to a markovian queueing system have been
presented in [14].

Theorem2. Let um be defined as in Equ. (19) then it can be computed via the following recursion

um =
1
a0

{
m∑

k=0

(
m

k

)
xt

kR(m−k)(1)F − 1
m + 1

m∑

k=1

(
m + 1
k + 1

)
akum−k

}
(20)

where the scalarsam and the vectorsxm are recursively defined by

am =
m∑

k=0

(
m + 1

k

)
xt

kQ(m+1−k)(1)F (1) (21)

xt
mQ(1) = am−1x

t
0 −

m−1∑

k=0

(
m

k

)
xt

kQ(m−k)(1) (22)

Proof. The proof is given in the Appendix.

Notice that the linear system in (22) that defines the vectorxm has an infinity of solutions (because the
matrix Q(1) is singular). This property is particularly useful since by selecting a specific solution it is possible
to simplify certain expressions as we will shortly see.

If we apply the results of Theorem 2 toG(z) of (9) and use the fact that for this caseQ(z) = zI −
H(z)P, R(z) = H(z)P then Equ. (22) yields

m∑

k=0

(
m

k

)
xt

kH(m−k)(1)PG(0) = xt
mG(0) + mxt

m−1G(0)− am−1x
t
0G(0) (23)

Since the vectorsxk are not uniquely defined (xk + µx0 also satisfies (22)) we impose as constraint onxk to
be orthogonal toG(0), that is

xt
kG(0) = 0, k = 1, 2, . . . (24)
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This, using Eqs. (16, 20), finally yields

vm = −am−1 − 1
(m + 1)a0

m∑

k=1

(
m + 1
k + 1

)
akvm−k, v0 = 1 (25)

where

am = (m + 1)xt
mG(1)−

m∑

k=0

(
m + 1

k

)
xt

kH(m+1−k)(1)G(1) (26)

xt
m[I − P ] = am−1x

t
0 −mxt

m−1 +
m−1∑

k=0

(
m

k

)
xt

kH(m−k)(1)P, xt
mG(0) = 0 (27)

In the rest of the section we will apply these results to obtain expressions for the mean and variance of a queue
whose source process consists of kronecker products of smaller processes.

Computation of the Mean and Variance for Kronecker Products.
We refer again to Equ. (9). For the mean and the variance, applying Eqs. (25, 26, 27), we obtain

v1 = −a0 − a1

2a0

σ2 =
a2
1

4a2
0

− a2
0 − a1 − a2

3a0

(28)

wherea0, a1, a2 are defined by

a0 = 1− xt
0H

′(1)G(1)
a1 = 2xt

1G(1)− xt
0H

′′(1)G(1)− 2xt
1H

′(1)G(1)
a2 = 3xt

2G(1)− xt
0H

′′′(1)G(1)− 3xt
1H

′′(1)G(1)− 3xt
2H

′(1)G(1)
(29)

andx1, x2 by

xt
1[I − P ] = a0x

t
0 − xt

0 + xt
0H

′(1)P, xt
1G(0) = 0

xt
2[I − P ] = a1x

t
0 − 2xt

1 + xt
0H

′′(1)P + 2xt
1H

′(1)P, xt
2G(0) = 0 (30)

From a computational point of view it is the equations in (30) that are the heaviest because they require the
solution of linear systems. Unfortunately, in most practical situations these two linear system are very large.
This is particularly the case when the matricesH(z) and P are kronecker products of smaller matrices. We
will now present a method for computingx1 andx2 by solving a number of problems of the form of (30) but
that are of the size of the matrices that constituteH andP .

Let us assume the following kronecker form for the matrices of interest

P = ⊗m
i=1Pi, H(z) = ⊗m

i=1Hi(z), I = ⊗m
i=1Ii

x0 = ⊗m
i=1x0i, G(1) = ⊗m

i=1Gi(1) (31)

We also need the first two derivatives of the matrixH(z) at z = 1. They satisfy the expressions

H ′(1) =
m∑

i=1

(⊗i−1
j=1 Ij

)⊗H ′
i(1)⊗ (⊗m

j=i Ij

)

H ′′(1) =
m∑

i=1

(⊗i−1
j=1 Ij

)⊗H ′′
i (1)⊗ (⊗m

j=i Ij

)

+ 2
m∑

i=1

m∑

n=i+1

(⊗i−1
j=1 Ij

)⊗H ′
i(1)⊗ (⊗n−1

j=i Ij

)⊗H ′
n(1)⊗ (⊗m

j=n Ij

)
(32)

We can then show by direct application that the vectorsx1, x2 can take the form

x1 =
m∑

i=1

(⊗i−1
j=1x0j

)⊗ x1i ⊗
(⊗m

j=i+1x0j

)

x2 =
m∑

i=1

(⊗i−1
j=1x0j

)⊗ x2i ⊗
(⊗m

j=i+1x0j

)

+ 2
m∑

i=1

m∑

j=i+1

(⊗i−1
n=1x0n

)⊗ x1i ⊗
(
⊗j−1

n=i+1x0n

)
⊗ x1j ⊗

(⊗m
n=j+1x0n

)
(33)
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where the vectorsx1i, x2i satisfy

xt
1i[Ii − Pi] = a0ix

t
0i − xt

0i + xt
0iH

′
i(1)Pi

xt
2i[Ii − Pi] = a1ix

t
0i − 2(a0 − a0i + 1)xt

1i + xt
0iH

′′
i (1)Pi + 2xt

1iH
′
i(1)Pi

(34)

with

a0i = 1− xt
0iH

′
i(1)G(1)

a1i = 2(a0 − a0i + 1)xt
1iGi(1)− xt

0iH
′′
i (1)Gi(1)− 2xt

1iH
′
i(1)Gi(1)

a2i = 3(a0 − a0i + 1)xt
2iGi(1)− xt

0iH
′′′
i (1)Gi(1)− 3xt

1iH
′′
i (1)Gi(1)− 3xt

2iH
′
i(1)Gi(1)

− 3(a0 − a0i)a1i + 3
(
2(1− a0i)[xt

1iGi(1)− a0i] + a1i

)( m∑

j=1

xt
1jGj(1)− xt

1iGi(1)
) (35)

Again the linear systems in (34) have an infinite number of solutions. For the case whereG(0) is a kronecker
product (as is the case of Corollary 2) andG(0) can take the form of Equ. (14) we can require for everyi

xt
1isi = xt

2isi = 0 (36)

This will be sufficient for the validity of Equ. (24) fork = 1, 2 and consequently for the validity of the
expressions for the mean and variance in (28).

Let us now relatea0 anda1 to their small problem counterparts. Using the form ofx0, x1 from Equ. (33)
we conclude after some algebra that

a0 = 1−
m∑

i=1

(1− a0i)

a1 =
m∑

i=1

a1i +
m∑

i=1

(1− a0i)2 − (1− a0)2

a2 =
m∑

i=1

a2i − 2
m∑

i=1

(1− a0i)3 + 3(1− a0)
m∑

i=1

(1− a0i)2 − (1− a0)3

(37)

In the next sections, where we present the applications, we will only definea0i, a1i, a2i which combined with
(28, 37) can lead to the computation of the mean and variance.

IV. A PPLICATIONS.

In this section we are going to apply the results of Sections II and III to the two queueing problems introduced
in Section I.

Application 1.
We are now going to study in cell level, a deterministic server, discrete time queue where cell arrivals are
generated fromm independent markovian processes that play the role of cell sources, with the following
characteristics: Sourcei, at the beginning of the each time slot, with a certain probabilitypki decides if it will
send a burst ofk cells, or if it will suspend the decision whether to send or not, for the following time slot.
Once a source decides to send a burst of lengthk, it will be sending cells for the nextk time slots, one cell
per time slot. Cells immediately enter into the queue, without being accumulated in an auxiliary buffer. The
theoretical model of each source, describes for example a the transmission of files consisting of any number of
cells, through an ATM network.

Let us denote bypki the probability that sourcei decides to send a burst ofk cells and byp0i the probability
to suspend the decision for the next time slot. Notice that if we like to put this process under a Markov model
we need to define auxiliary states that denote the intermediate states of the source when it is sending cells.
Thus the state transition table will contain states that correspond the source being in the middle of a sending
process and to states where a task of an earlier decision is completed. Notice that the source can make a new
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decision only when it has completed an earlier task. Thus the transition table takes the form

Pi =




p0i p0i 0 p0i 0 0 p0i

p1i p1i 0 p1i 0 0 p1i

p2i p2i 0 p2i 0 0 p2i

0 0 1 0 0 0 0 · · ·
p3i p3i 0 p3i 0 0 p3i

0 0 0 0 1 0 0
0 0 0 0 0 1 0

...




(38)

Let us explain the meaning of each state. State 1: delay new decision, State 2: previously decided to send 1 cell,
1 cell is send (task completed), State 3: previously decided to send 2 cells, 1 cell is send, State 4: previously
decided to send 2 cells, 2 cells are send (task completed), State 5: previously decided to send 3 cells, 1 cell is
send, etc. The unities in the columns indicate that if the source is in an intermediate state it can only go to the
next intermediate state (i.e. continue sending) until a previously decided task is completed.

Since the source always sends a cell to the queue, except when it is in the first state, we conclude that

Hi(z) = diag[1 z z · · ·] (39)

The vectorGi(1) is

Gi(1) =
1

p0i + k̄1i
[p0i, p1i, p2i, p2i, p3i, p3i, p3i, . . .]t (40)

wherek̄li denotes

k̄li =
∞∑

n=l

n(n− 1) · · · (n− l + 1)pni (41)

To find G(0) we apply Corollary 2. Notice that we can write

Hi(z)Pi = Hi(0)P + zBi (42)

The matrixHi(0) is of rank one thus the same will hold forHi(0)Pi. This means thatHi(0)Pi has a single
nonzero eigenvalue which is simple. Also, since for any vector of lengthk there existk−1 linearly independent
vectors that are orthogonal to it, we conclude that the matrixHi(0)Pi has only regular eigenvectors for the
eigenvalue zero. Consequently we can apply Corollary 2 and we can easily see that

si = [1 0 0 · · ·]t (43)

Actually for this problem it is very easy to findG(0) since the only case where it is possible to have no cells
in the queue is when all sources are in state “0”. The vectorsx1i, x2i have the form

x1i = a0i[0, 0, 1, 0, 2, 1, 0, 3, 2, 1, 0, . . .]t

x2i = a1i[0, 0, 1, 0, 2, 1, 0, 3, 2, 1, 0, . . .]t

− a0i(a0 − a0i + 1)[0, 0, 2 · 1, 0, 3 · 2, 2 · 1, 0, 4 · 3, 3 · 2, 2 · 1, 0, . . .]t

+ a0i[0, 0, 0, 0, 2 · 1, 0, 0, 3 · 2, 2 · 1, 0, 0, 4 · 3, 3 · 2, 2 · 1, 0, 0, . . .]t
(44)

also

xt
1iGi(1) =

p0ik̄2i

2(p0i + k̄1i)2
(45)

and

a0i =
p0i

p0i + k̄1i

a1i =
p0i

(p0i + k̄1i)2
(a0 − a0i)k̄2i

a2i =
a0 − a0i

2(p0i + k̄1i)

(
3a1i[k̄2i − 2(p0i + k̄1i)] + 2a0ik̄3i − 2a0i(a0 − a0i + 1)(k̄3i + 3k̄2i)

)

+ 3
(
2(1− a0i)(xt

1iGi(1)− a0i) + a1i

)( m∑

j=1

xt
1jGj(1)− xt

1iGi(1)
)

(46)
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Application 2.
In this application we examine a deterministic-server, discrete-time queue that receives packets originating
from m independent Markov processes that play the role of packet sources. Each source has the following
characteristics: at the beginning of each time slot it decides with some probability whether to send a burst of
ki packets to the queue or to suspend the decision for the next time slot. Once it decides to send, it will be
sending one packet per time slot, for the nextki time slots. When the source completes the sending stage it
can again make a new decision. This model resembles to the model of the previous application, only now each
source can send a burst of a specific length. Also packets originating from the same source are accumulated
into an auxiliary buffer waiting the arrival of theki-th packet. Upon its arrival, the whole collection of packets
enters into the queue. If more than one bursts of packets are ready to simultaneously enter the queue, they enter
in random order or according to predetermined priorities.

Using this model, we can find the moments of the output queue of an ATM switch in the physical layer.
Packets (bytes or bits) that constitute a cell enter into an auxiliary buffer until the whole cell is received and
then enter into the output queue. Each cell has a fixed size length, so every source sends a fixed number ofk
packets to the queue.

The model can also be used for determining the moments of the main buffer in the RARES parallel database
machine [16]. In this machine, there is a R/W head per disc track, with a built-in comparison circuit used to
examine and quickly decide whether a tuple satisfies the searching criteria set by the main processor. Tuples
are stored on the disc in such a way, that various R/W heads can work in parallel. Tuples belonging to the
same (different) relation have the same (generally different) length. A relation can occupy disc space belonging
to several R/W heads, and the main processor is able to set searching criteria for more than one relations. So it
is possible that more than one R/W heads are in searching status. When a tuple satisfies the searching criteria,
the R/W head sends it to the main buffer, where it is stored and from where it is finally transferred to the main
processor.

If we denote byki the number of packets that sourcei can send and bypi the probability that sourcei
suspends the decision for the next time slot, then the state transition table for sourcei becomes

Pi =




pi 0 0 . . . 0 pi

1− pi 0 0 . . . 0 1− pi

0 1 0 . . . 0 0
...

...
...

. ..
...

...
0 0 0 . . . 1 0




(ki+1)·(ki+1)

(47)

and the generating function of the matrix of packet arrivals for sourcei is:

Hi(z) = diag
[
1 1 . . . 1 zki

]
(ki+1)·(ki+1)

(48)

The m-th derivative ofHi(z) at z = 1 is

H
(m)
i (1) = ki(ki − 1) · · · (ki −m + 1)diag[0 0 · · · 0 1](ki+1)·(ki+1) (49)

We can easily obtainGi(1) which has the form

Gi(1) = δi[pi (1− pi) (1− pi) · · · (1− pi)]t (50)

where
δi =

1
(1− pi)ki + pi

(51)

To find G(0) we apply Corollary 2. Notice thatH(z)P can be written asH(z)P = ⊗m
i=1Hi(z)Pi. Furthermore

we have
Hi(z)Pi = Hi(0)Pi + zki [00 · · · 01]t[00 · · · 010] (52)

The characteristic polynomial ofHi(0)Pi is equal toλki(λ− pi). Also, since all generalized eigenvectors have
order that cannot exceedki, all prerequisites of Corollary 2 are satisfied and we conclude thatG(0) is given
by (14) where

si = [pki−1
i , (1− pi)pki−2

i , . . . , (1− pi)pi, (1− pi), 0]t (53)
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Solving the systems in (34) we have

x1i = ki[0, 1, . . . , 1, 0]t + kiδi[0, (ki − 1), (ki − 2), . . . , 1, 0]t + µ1ix
t
0i

x2i = bi[0, 1, . . . , 1, 0]t + ci[0, (ki − 1), (ki − 2), . . . , 1, 0]t

− di[0, ki(ki − 1), (ki − 1)(ki − 2), . . . , 2 · 1, 0]t + µ2ix
t
0i

(54)

where
bi = ki(ki − 1 + 2µ1i)
ci = a1i − 2(a0 − a0i + 1)(µ1i + ki)
di = (a0 − a0i + 1)kiδi

µ1i = ki(pki−1
i − 1) + kiδi

(
kip

ki−1
i − pk

i − 1
pi − 1

)

µ2i = bi(pki−1
i − 1) + ci

(
kip

ki−1
i − 1− pki

i

1− pi

)

− di

(
ki(ki + 1)pki−1

i + 2
(ki + 1)pki

i

1− pi
− 2

1− pki+1
i

(1− pi)2
)

(55)

and
a0i = piδi

a1i = (a0 − a0i + 1)[2(1− a0i)(ki − 1) + δi(1− a0i)ki(ki − 1)]
− (ki − 1)(1− a0i) + 2a0µ1i

a2i = 3(a0 − a0i + 1)[xt
2iGi(1)− a1i]− (1− a0i)[(ki − 1)(3µ1i + ki − 2) + 3µ2i]

+ 3
(
2(1− a0i)[xt

1iGi(1)− a0i] + a1i

)( m∑

j=1

xt
1jGj(1)− xt

1iGi(1)
)

+ 3a1i

(56)

where
xt

1iGi(1) = 1
2 (1− a0i)(ki − 1)(2 + δiki) + µ1i

xt
2iGi(1) =

1
6
(1− a0i)

(
3ci(ki − 1)− 2di(k2

i − 1) + 6bi

)
− biδi(1− pi) + µ2i

(57)

V. CONCLUSION.

In this paper we have presented a method for obtaining, recursively, moments of an infinite length queue that
accepts cells emanating from a markovian source. The method is then applied to the case where the markovian
source is the kronecker product of smaller markovian processes and formulas for the first two moments are
presented that are based on quantities related to the small markovian models. Additionally, a theorem is presented
for the determination of the boundary conditions vector which appears in the problem of defining the stationary
probabilities of the combined source-queue process. This theorem refers to the case where the value zero is
a multiple eigenvalue of the problem and extends existing results that apply to the simple eigenvalues case.
The theoretical results are consequently applied to two application problems. The problems that are examined
refer to data transmission through an ATM switch. In the first problem the transmission of variable length files
(in number of cells) is examined, while in the second, the transmission of cells as collection of smaller units
(bytes or bits) is considered. Closed form expressions for the mean and variance of the corresponding queues
are obtained.
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Appendix.

Proof of Theorem1. ConsiderG(z) from Equ. (9). Notice thatG(z), as a power series, must have only
nonnegative powers (causal series). If we writeG(z) = G(0) + zĜ(z) and defineF (z) = Ĝ(z) + G(0) then
we can easily see thatF (z) satisfies

[zI −H(z)P ]F (z) = (z − 1)G(0) (58)

where againF (z) corresponds to a causal series. Substituting now in (58) the matrixH(z)P with the assumed
form of the theorem, yields

[
zI − U(z)⊗

(
A(0) + zdB(z)

)
⊗ V (z)

]
F (z) = (z − 1)G(0) (59)

We would like to show that for arbitrary vectorsu, v and any generalized eigenvectorfj of orderj ≤ d− 1 of
the matrixA(0), that G(0) is orthogonal tou ⊗ fj ⊗ v. Notice that since the (generalized) eigenvectors refer
to the zero eigenvalue they satisfy

f t
0A(0) = 0 and f t

jA(0) = f t
j−1, j = 1, 2, . . . (60)

If we multiply (59) from the left byφ0 = ut ⊗ f t
0 ⊗ vt we obtain

z
[
ut ⊗ f t

0 ⊗ vt − zd−1
(
utU(z)

)
⊗

(
f t
0B(z)

)
⊗

(
vtV (z)

)]
F (z) = (z − 1)

[
ut ⊗ f t

0 ⊗ vt
]
G(0) (61)

Notice that the lhs of Equ. (61) corresponds to a causal series with the constant term equal to zero. This must
also hold for the rhs, thus we conclude thatG(0) must be orthogonal tout⊗f t

0⊗v. Since we assumed arbitrary
u, v the orthogonality property will also hold for vectors that are parametrized byz.

To show now the theorem forf1 we multiply (59) from the left byφt
1 = zut ⊗ f t

1 ⊗ vt +
(
utU(z)

)
⊗ f t

0 ⊗(
vtV (z)

)
and this yields

z2
[
ut ⊗ f t

1 ⊗ vt − zd−1
(
utU(z)

)
⊗

(
f t
1B(z)

)
⊗

(
vtV (z)

)

−zd−2
(
utU2(z)

)
⊗

(
f t
0B(z)

)
⊗

(
vtV 2(z)

)]
F (z) =

(z − 1)
[
zut ⊗ f t

1 ⊗ vt +
(
utU(z)

)
⊗ f t

0 ⊗
(
vtV (z)

)]
G(0)

(62)

Notice again that the lhs is causal but now the first two terms of the corresponding sequence are zero. The
same must hold for the rhs. SinceG(0) is orthogonal to the term that containsf0 we conclude that it must
also be orthogonal to the term that containsf1. Again since this orthogonality holds for arbitrary vectorsu, v
it will also hold for vectors that are parametrized byz. Thus in general if we multiply with a vectorφj that
has the form

φt
j =

j∑
n=0

zj−n
(
utUn(z)

)
⊗ f t

j−n ⊗
(
vtV n(z)

)
(63)
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yields

zj+1
[
ut ⊗ f t

j ⊗ vt −
j∑

n=0

zd−1−n
(
utUn+1(z)

)
⊗ f t

j−nB(z)⊗
(
vtV n+1(z)

)]
= (z − 1)φt

jG(0) (64)

Every time we increasej by one we show the orthogonality for a new generalized eigenvector. This process can
continue as long as the quantity in the brackets corresponds to a causal sequence. And this holds forj ≤ d−1.
This concludes the proof.

Proof of Theorem2. Let as first compute thel-th derivative of the Equ. (18) atz = 1, this yields

1
l

l∑

j=0

(
l

j

)
Q(l−j)(1)F (j)(1) = R(l−1)(1)F (65)

Multiplying (65) with

(
m

m + 1− l

)
xm+1−l and suming overl, l = 1, . . . , m + 1, we have

m+1∑

l=1

l∑

j=0

1
l

(
m

m + 1− l

)(
l

j

)
xt

m+1−lQ
(l−j)(1)F (j)(1) =

m+1∑

l=1

(
m

m + 1− l

)
xt

m+1−lR
(l−1)(1)F

(66)

Changing the order of summation, also changing variables ton = m + 1 − l, k = m + 1 − j and using the
fact that

1
m + 1− n

(
m

n

)(
m + 1− n

m + 1− k

)
=

1
m + 1

(
m + 1

k

)(
k

n

)
(67)

after some algebra we obtain

1
m + 1

m∑

k=1

(
m + 1

k

) [
k∑

n=0

(
k

n

)
xt

nQ(k−n)(1)

]
F (m+1−k)(1)

+
1

m + 1

m∑
n=0

(
m + 1

n

)
xt

nQ(m+1−n)(1)F (1) =
m∑

n=0

(
m

n

)
xt

nR(m−n)(1)F
(68)

Notice now that if we require the quantity in the brackets to be equal toak−1x
t
0 whereak−1 a scalor, we have

k∑
n=0

(
k

n

)
xt

kQ(k−n)(1) = ak−1x
t
0 (69)

Solving for xk we obtain

xt
kQ(1) = ak−1x

t
0 −

k−1∑
n=0

(
k

n

)
xt

nQ(k−n)(1) (70)

which is Equ. (22). The parameterak−1 must be selected in order for this equation to have a solution (recall
that Q(1) is singular). This is assured by multiplying from the right withF (1), thus yielding zero for the lhs
and definingak−1 as in Equ. (21). Finally if we use (69, 70) in (68) and solve forum we obtain Equ. (20).
This concludes the proof.


