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Abstract—Robust detection of a signal is considered for the case of independent and identically distributed observations. Following an asymptotic but nonlocal approach, the exponential rates of decrease of the error probabilities are considered as measure of performance. Under this measure a robust detection structure for the symmetric density case is derived. This detection structure is a generalization of an existing result for the local case and is reduced to it when the signal magnitude tends to zero.

I. INTRODUCTION

ROBUST DETECTION of signals in noise with uncertain statistics has been considered extensively in the literature from the local point of view. Using efficacy as a performance measure, robust detection structures have been derived for the small signal case under several noise models [1]-[5]. Clearly there is always the question of how these structures behave under nonlocal conditions and whether they remain robust. The results of [6] are applied in [1], detectors that are robust under nonlocal conditions and for the finite sample case are treated for the independent and identically distributed (i.i.d.) case. The problems with the approach in [1] are that the resulting detector is not a shift likelihood ratio for any density and that for a signal larger than a certain value the detection structure has a trivial form. Here we overcome these problems. A robust detector is found when the common noise density is symmetric. As it will be shown, there always exists a nontrivial detector that is the likelihood ratio of a least-favorable density. The result is nonlocal but asymptotic. As a measure of performance we consider the exponential rates of decrease.

II. PRELIMINARIES

Let us introduce some notions from the large deviations theory for hypothesis testing. Let \( X_1, X_2, \cdots \) be a sequence of i.i.d. random variables with common density \( f \).

We would like to decide between the two hypotheses

\[
H_0: \quad X_i, \quad \text{has density } f(x) = f_0(x) \quad i = 1, 2, \cdots \\
H_1: \quad X_i, \quad \text{has density } f(x) = f_1(x) \quad i = 1, 2, \cdots .
\]

We are interested in tests of the form

\[
q_n(\psi) = \begin{cases} 
1, & \frac{1}{n} \sum_{i=1}^{n} \psi(X_i) \geq \gamma \\
0, & \text{otherwise,}
\end{cases}
\]

where \( q_n(\psi) \) denotes the probability of deciding \( H_1 \), \( \psi \) is a function integrable with respect to \( f_0(x) \) and \( f_1(x) \), and \( \gamma \) is a threshold. It is well known that when

\[
E_1(\{\psi(X_i)\}) > \gamma > E_0(\{\psi(X_i)\})
\]

the two error probabilities decrease exponentially to zero. Thus, it seems reasonable to use as a measure of performance the exponential rates of decrease.

Let us define \( P_n^0(\psi) = E_0(q_n(\psi)) \) and \( P_n^1(\psi) = E_1(1 - q_n(\psi)) \); i.e., \( P_n^0(\psi) \) and \( P_n^1(\psi) \) are the two error probabilities. Following a Neyman-Pearson type approach, let \( \Psi_\alpha \) denote the class of all nonlinearities \( \psi(x) \) that for some \( \gamma \) satisfy

\[
- \lim_{n \to \infty} \frac{1}{n} \log P_n^0(\psi) \geq \alpha.
\]

In other words, we consider those tests of the form (2) that can have an exponential rate of decrease for the false-alarm probability at least equal to \( \alpha \). We are now interested in finding a \( \psi_0 \in \Psi_\alpha \) that has the maximum possible rate for the error \( P_n^1(\psi) \), i.e.,

\[
- \lim_{n \to \infty} \frac{1}{n} \log P_n^0(\psi_0) \geq - \lim_{n \to \infty} \frac{1}{n} \log P_n^1(\psi)
\]

within the constraint (4).

The parameter \( \alpha \) is known as the exponential level of the test, and the rate of decrease of the probability \( P_n^1(\psi) \) as the exponential power. It is easy to see that the exponential power can play here the same role as the efficacy in the local case. Indeed, if \( n_1, n_2 \) are the number of observations required by two different tests to reach the same power \( p \), then if we consider the ratio of \( n_1 \) and \( n_2 \) as \( p \to 1 \) (which
results in $n_1, n_2 \to \infty$, we have that
\[
\lim_{p \to 1} \frac{1}{n_1} \sum_{j=1}^{n_1} \log P_{n_1}^j(\theta_1) = \lim_{p \to 1} \frac{1}{n_2} \sum_{j=1}^{n_2} \log P_{n_2}^j(\theta_2) = \lim_{p \to 1} \frac{1}{n_1} \sum_{j=1}^{n_1} \log P_{n_1}^j(\theta_2) = \lim_{p \to 1} \frac{1}{n_2} \sum_{j=1}^{n_2} \log P_{n_2}^j(\theta_1).
\]

We now give a lemma that specifies the optimum nonlinearity in the sense of (4) and (5).

Lemma 1: Let $f_0(x)$ and $f_1(x)$ be two densities with the same support; then the optimum nonlinearity $\psi_0 \in \Psi_a$ in the sense of (4) and (5) is given by the log-likelihood ratio
\[
\psi_0(x) = \log \frac{f_1(x)}{f_0(x)},
\]
and $\gamma$ is defined in such a way that (4) is satisfied with equality.

Proof: Actually, we can prove a much stronger result. In particular, we can prove that the test defined by Lemma 1 has the largest exponential power among all tests of exponential level $\alpha$ and not only among those of the form of (2). The proof is an application of the Neyman–Pearson lemma. Log-likelihood ratios maximize the power sequence $1 - P_0^0(\psi)$ for any sequence of levels $P_0^0(\psi) \leq \alpha_0$. Thus they also maximize monotone transformations of the power like $-1/n \log P_n(\psi)$.

We now present a lemma that defines more explicitly the two rates for a test of the form of (2) in terms of the two densities and the nonlinearity $\psi$.

Lemma 2: Let $f_0$ and $f_1$ be two densities with the same support, and let $\psi$ be a nonlinearity that is integrable with respect to $f_0$ and $f_1$. Also let $\gamma$ be a real number that satisfies
\[
E_1(\psi(X_1)) \geq \gamma > E_0(\psi(X_1)).
\]

Then we have that
\[
A_0(\psi, f_0) = \lim_{n \to \infty} \frac{1}{n} \log P_n^0(\psi)
\]
\[
= \min_{r \geq 0} \left[ r \gamma - \log E_0 \left\{ e^{r \psi(x_1)} \right\} \right]
\]
\[
A_1(\psi, f_1) = \lim_{n \to \infty} \frac{1}{n} \log P_n^1(\psi)
\]
\[
= \min_{r \geq 0} \left[ r \gamma + \log E_1 \left\{ e^{-r \psi(x_1)} \right\} \right].
\]

Proof: This lemma is known as Cramer’s theorem.

The threshold $\gamma$ must satisfy (8) in order to have exponential decrease for the two error probabilities and the validity of (9). This requirement bounds the possible values of the exponential level. We can see from (9) that the exponential level is increasing with $\gamma$ and thus the maximum value it can take is when $\gamma = E_1(\psi(x))$. For this value the error probability under $H_1$ has rate equal to zero, i.e., we do not have exponential decrease. We now apply these results to the robust-detection theory.

III. Robust Detection

Let $N_1, N_2, \cdots$ be an i.i.d. noise sequence with common density $f$. We would like to decide between the two hypotheses
\[
H_0: \quad X_i = N_i + s_0, \quad s_0 \in (-\infty, 0], \quad i = 1, 2, \cdots
\]
\[
H_1: \quad X_i = N_i + s_1, \quad s_1 \in [s, \infty), \quad i = 1, 2, \cdots, (10)
\]
where $\{X_i\}$ is the observation sequence, $s_0, s_1$ are unknown, and $s > 0$ is known.

Let $F$ be the class of all symmetric densities that satisfy the following $\epsilon$-contamination model:
\[
f(x) = (1 - \epsilon)g(x) + \epsilon h(x),
\]
where $0 \leq \epsilon < 1$ is known, $g(x)$ is a known symmetric nowhere-vanishing density, such that $-\log h(x)$ is strictly convex. The density $h(x)$ is assumed to be symmetric but unknown. Let $\Psi_\alpha$ denote the class of all nonlinearities $\psi$ for which there exist a test of the form of (2) satisfying the following for every $f \in F$:
\[
A_0(\psi, f) \geq \alpha.
\]

We would like to find a density $f_i \in F$ and a $\psi_i \in \Psi_\alpha$ such that
\[
A_1(\psi_i, f_i) \geq A_1(\psi_i, f_i) \geq A_1(\psi_i, f_i)
\]
and also
\[
A_0(\psi_i, f_i) \geq A_0(\psi_i, f_i) \geq \alpha.
\]

The right side inequality of (13) and the right side equality of (14) using Lemma 1, suggest that $\psi_i$ is the log-likelihood ratio
\[
\psi_i(x) = \log \frac{f_i(x + s_1)}{f_i(x + s_0)}
\]
for some $s_1$ and $s_0$. We now define the density $f_i$ by
\[
f_i(x) = \begin{cases} (1 - \epsilon)g(x), & \text{for } 0 \leq x \leq x_0 \\ (1 - \epsilon) \frac{k^n}{g(x - ns)}, & \text{for } x_0 + (n - 1)x \\ \leq x \leq x_0 + ns, & n = 1, 2, \cdots, \end{cases}
\]
where $k = g(x_0 - s)/g(x_0)$ and $x_0 > s/2$ is selected in order to have
\[
\int_0^{x_0} f_i(x) dx = (1 - \epsilon) \int_0^{x_0} g(x) dx
\]
\[
+ \frac{g(x_0)}{g(x_0) - g(x_0)} \int_{x_0}^{x_0} g(x) dx = 0.5.
\]
A typical form of $f_i(x)$ is given in Fig. 1. In the Appendix it is shown that an $x_0$ always exists and that it is unique and also that $f_i \in F$. From the definition in (16) notice that $\epsilon h_i(x) = f_i(x) - (1 - \epsilon)g(x)$ puts all its mass outside the interval $(-x_0, x_0)$. Let us now see that the form of $\psi_i$ defined by (15) when $f_i$ is defined by (16) and $s_0 = 0$,
Fig. 1. Typical form of least favorable density.

\[ s_1 = s \]

\[ \psi_r(x) = \begin{cases} 
\log \frac{g(x_0 - s)}{g(x_0)}, & \text{for } x \geq x_0 \\
\log \frac{g(x - x_0)}{g(x)}, & \text{for } x_0 \geq x \geq -x_0 + s \\
-\log \frac{g(x_0 - s)}{g(x_0)}, & \text{for } -x_0 + s \geq x 
\end{cases} \]

for different values of the contamination \( \epsilon \) and the signal \( s \). Table II contains the exponential level and the worse-case exponential power for the case \( s = 1 \) and for different values of \( \gamma \) and \( \epsilon \). It is assumed that the mean of \( \psi_r(X) \) has been normalized to zero under \( H_0 \) and to unity under \( H_1 \), and that \( \gamma \) takes values in the interval \( [0, 0.5] \). For values of \( \gamma \) in the interval \( [0.5, 1] \), the table is symmetric in that the exponential level at \( \gamma > 0.5 \) is equal to the worst exponential power at \( 1 - \gamma \), and the worst exponential power is equal to the exponential level.

V. Conclusion

We have presented a detection structure that is robust to partial knowledge of the signal magnitude and of the noise distribution function. The result is asymptotic but nonlocal. The advantage of this approach is that the robust detector is a likelihood ratio for a specific density and is always nontrivial, something which is not true for all existing approaches. It will be interesting to see if this approach also applies to the case where the densities are symmetric only inside an interval around the origin, thus generalizing the result in [3].

Appendix

Proof that \( f_1 \in F \)

We first prove existence of an \( x_0 > s/2 \) that satisfies (17). Define as \( B(x_0) \) the function

\[ B(x_0) = \frac{1}{1 - \epsilon} \int_{x_0}^{\infty} f_1(x) \, dx \]

\[ = \int_{x_0}^{\infty} g(x) \, dx + \frac{1}{f(x_0) - 1} \int_{x_0 - s}^{x_0} g(x) \, dx, \]
where \( l(x) = g(x - s)/g(x) \). Because the function \(-\log g(x)\) is convex, the function \( f \) is strictly increasing and thus \( l(x) > 1 \) for \( x > s/2 \). Notice that

\[
\lim_{x_0 \to (-s/2)} B(x_0) - \infty > \frac{1}{2(1 - \epsilon)} \quad \lim_{x_0 \to +\infty} B(x_0) = \frac{1}{2} \leq \frac{1}{2(1 - \epsilon)}.
\]

(21)

Using continuity arguments there exists an \( x_0 \) that satisfies

\[
B(x_0) = \frac{1}{2} - \frac{1}{2(1 - \epsilon)} (21)
\]

\( Q \sim 0 \).

To prove now that \( f_1 \) belongs to the class \( F \), it is enough to show that

\[
f_1(x) \geq (1 - \epsilon) g(x).
\]

(22)

This inequality is trivial for the case \( 0 \leq x \leq x_0 \). For the case \( x_0 + (n - 1)s \leq x \leq x_0 + ns \) it is equivalent, using (16), to

\[
-\log g(x_0 - s) + \log g(x_0) \geq -\log g(x - ns) + \log g(x) - s ns
\]

(23)

and since \(-\log g(x)\) is convex and \( x - ns \geq x_0 - s \), the inequality in (23) is true.

**Proof of Theorem 1**

Before proving that \( f_1 \) and \( \psi \), satisfy (13) and (14), we first prove a lemma.

**Lemma 3:** Let \( \omega \) be a nondecreasing function such that \( \omega(x) + \omega(-x) \) is also nondecreasing for \( x \geq 0 \). If \( f \in F \), \( s_0 \leq 0 \), and \( s_1 \geq s \), then

\[
\int_{-\infty}^{\infty} \omega(\psi(x)) f_1(x) dx \geq \int_{-\infty}^{\infty} \omega(\psi(x)) f(x - s_0) dx \quad (24a)
\]

\[
\int_{-\infty}^{\infty} \omega(\psi(x)) f_1(x - s) dx \leq \int_{-\infty}^{\infty} \omega(\psi(x)) f(x - s_1) dx. \quad (24b)
\]

**Proof:** We only prove the first inequality since in a similar way we can prove the second. Notice first some important properties of the function \( \psi \), defined in (18). It is nondecreasing with \( x \), the function \( \psi(x + s/2) \) is odd symmetric nondecreasing and, for \( x \geq 0 \), it is nonnegative. Notice also that the density \( h_1(x) \) puts all its mass on points where \( \psi(x) \) is maximum. Since \( \psi \), and \( \omega \) are nondecreasing their composition is also nondecreasing. Thus

\[
\int_{-\infty}^{\infty} \omega(\psi(x)) f(x - s_0) dx = \int_{-\infty}^{\infty} \omega(\psi(x + s_0)) f(x) dx \\
\leq \int_{-\infty}^{\infty} \omega(\psi(x)) f(x) dx. \quad (25)
\]

Using (25) in order to prove (24a) it is enough to prove that

\[
\int_{-\infty}^{\infty} \omega(\psi(x)) f_1(x) dx \geq \int_{-\infty}^{\infty} \omega(\psi(x)) f(x) dx, \quad (26)
\]

or, by eliminating common terms,

\[
\int_{-\infty}^{\infty} \omega(\psi(x)) h_1(x) dx \geq \int_{-\infty}^{\infty} \omega(\psi(x)) h(x) dx. \quad (27)
\]

Since \( h_1(x) \) puts its mass on points where \( |\psi(x)| \) is maximum, we can see that (27) is equivalent to

\[
\frac{\omega(M) + \omega(-M)}{2} \geq \int_{-\infty}^{\infty} \omega(\psi(x)) h(x) dx, \quad (28)
\]

where \( M \) is the maximum value of \( \psi(x) \). Notice now that

\[
\int_{-\infty}^{\infty} \omega(\psi(x)) h(x) dx \\
\leq \int_{-\infty}^{\infty} \left[ \frac{\omega(\psi(x + s/2))}{\omega(\psi(x + s/2))} \right] h(x) dx \\
- \int_{0}^{\infty} \frac{\omega^2(x + s/2)}{\omega(\psi(x + s/2))} h(x) dx \\
\leq \frac{\omega(M) + \omega(-M)}{2}. \quad (29)
\]

The last equality comes from the fact that \( \psi(x + s/2) \) is odd symmetric. The last inequality is true because \( \omega(x) + \omega(-x) \) is by assumption nondecreasing for \( x \geq 0 \) and \( \psi(x + s/2) \) is nonnegative for \( x \geq 0 \). Thus (28) is true.

To prove the theorem we apply Lemma 3. Selecting \( \omega(x) = x \) we have from (24a) and (24b) that \( \psi(X) \) has the maximum mean for \( f_1 \) under \( H_0 \) and the minimum under \( H_1 \). This is important because if we take the threshold \( y \) between these two means, then we are assured that we will have exponential decrease for both errors for any density \( f \in F \). To show now the inequalities in (13) and (14), we first show that they are equivalent. Notice that to show any of the two, using (9), it is enough to show that for any \( r \geq 0 \) we have

\[
\int_{-\infty}^{\infty} e^{-r \psi(x)} f(x - s_1) dx \leq \int_{-\infty}^{\infty} e^{-r \psi(x)} f(x - s) dx \\
\int_{-\infty}^{\infty} e^{r \psi(x)} f(x - s_0) dx \leq \int_{-\infty}^{\infty} e^{r \psi(x)} f(x - s_1) dx. \quad (30)
\]

By change of variables and using the symmetries of \( \psi \), and \( f \), we can see that

\[
\int_{-\infty}^{\infty} e^{-r \psi(x)} f(x - s_1) dx = \int_{-\infty}^{\infty} e^{-r \psi(x)} f(x - s_0) dx \\
\int_{-\infty}^{\infty} e^{r \psi(x)} f(x - s_0) dx \leq \int_{-\infty}^{\infty} e^{r \psi(x)} f(x - s_1) dx, \quad (31)
\]

where \( s_0 = s - s_1 \geq 0 \). Thus the first inequality is equivalent to the second. The second inequality is true by a simple application of Lemma 3 with \( \omega(x) = e^x \). This concludes the proof.
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