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An -Based Method for the Design of 1-D
Zero Phase FIR Digital Filters

Emmanouil Z. Psarakis and George V. Moustakides

Abstract—Finite impulse response (FIR) filters obtained with
the classicalL2 method have performance that is very sensitive
to the form of the ideal response selected for the transition
region. It is known that design requirements do not constraint
in any way the ideal response inside this region. Most existing
techniques utilize this flexibility. By selecting various classes of
functions to describe the undefined part of the ideal response
they develop methods that improve the performance of theL2

based filters. In this paper we propose a means for selecting
the unknown part of the ideal response optimally. Specifically by
using a well-known property of the Fourier approximation theory
we introduce a suitable quality measure. The proposed measure
is a functional of the ideal response and depends on its actual
form inside the transition region. Using variational techniques
we succeed in minimizing the introduced criterion with respect
to the ideal response and thus obtain its corresponding optimum
form. The complete solution to the problem can be obtained by
solving a simple system of linear equations suggesting a reduced
complexity for the proposed method. An extensive number of
design examples show the definite superiority of our method over
most existing non min-max design techniques, while the method
compares very favorably with min–max optimum methods. Fi-
nally we prove that the approximation error function of our filter
has the right number of alternating extrema, required by the
L1 criterion, in the passband and stopband. This results in a
significant convergence speed up, if our optimum solution is used
as an initialization scheme, of the Remez exchange algorithm.

Index Terms—1-D digital filters, Fourier approximation, zero
phase FIR filters.

I. INTRODUCTION

T HE DESIGN of one-dimensional (1-D) digital filters,
although is an old problem with much existing literature,

it has been of a growing interest over the last decade. This is
because digital filters are widely used for a variety of signal
processing applications such as speech and image processing,
communications, seismology, radar, sonar and medical signal
processing.

A very important class of 1-D filters is the class of finite
impulse response (FIR) filters. This class is tractable because
of certain desirable characteristics, as stability, linear phase
and simplicity of design. The most common techniques used
for the determination of FIR filters use as approximation
criterion the minimization of the measure, where the power

satisfies The complexity of the corresponding
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optimization algorithms depends heavily on the value ofas
does the corresponding performance of the resulting filters.
It is well known that all values of result in a nonlinear
optimization problem except the case 2.

The (or min-max) criterion is considered as the most
desirable criterion to use in the FIR filter design problem
because it exhibits equiripple behavior in the frequency bands
of interest. Its basic drawback is the need of sophisticated
optimization tools as the Remez exchange algorithm [23], [25],
[27], [29], iterative linear programming [14], [27] or iterated
weighted least squares [1], [3], [7], [17], [30], that require a
large computational effort. Other values of the power(but
different from 2) are also considered in [22] but not as widely
as the case.

The (or mean square) criterion is the most tractable and
the simplest criterion from a mathematical and computational
point of view. It results in the well-known Fourier approxi-
mation that can be easily obtained analytically. Unfortunately
this method is known for its poor performance that is more
pronounced at the discontinuity points of the ideal response
(Gibb’s phenomenon) [22], [24], [26].

The use of windowing techniques is a classical method for
reducing the undesirable ripples due to the Gibb’s phenome-
non. Standard windows found in the literature are the Adams,
Blackman, Bartlett, Dolph–Chebyshev, Hamming, Hanning
and Kaiser [2], [14], [22], [24], [26]. Although this method is
very simple the resulting filters do not satisfy any optimality
criterion and their performance is significantly lower than the

optimum filters.
The performance of the method can be improved if

transition regions are introduced between passbands and stop-
bands. There are two categories of design techniques based
on this idea. The first includes methods that define the ideal
response inside the transition region using some arbitrary class
of functions such as splines or trigonometric polynomials [24]
and use it to compute the Fourier approximation. In the second
category, the corresponding methods consider the transition
region as a “don’t care” region and simply remove it from the
error measure [21], [24], [30]. All the above methods succeed
in reducing the Gibb’s phenomenon, but their performance is
still inferior as compared to filters. Also, the selection of
the form of the ideal response inside the transition region, as
we said, is arbitrary since it does not satisfy any optimality
criterion.

Further improvement in the performance of themethod,
especially when the desired attenuation is not particularly
high, can be achieved by using the modified window method
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presented in [20]. In this approach certain parameters of the
design process are optimally selected by minimizing the max-
imum deviation. The minimization process is computationally
heavy, thus empirical formulas for the optimum values of these
parameters are given, but only for the low-pass filter case and
for a limited range of attenuation values. The performance
of the resulting filters using the empirical formulas is very
good. Unfortunately generalization of the formulas to more
complicated filters (as bandpass or multiband) seems very
difficult.

In this paper we present a method that belongs to the
optimum design techniques. The important difference, as com-
pared to existing methods, is the fact that the unknown part of
the ideal response is obtained by minimizing an optimization
criterion that is directly related to the approximation problem.
Specifically, by using a well-known property of the Fourier
approximation theory we define a suitable criterion. This
measure, being a function of the ideal response, is minimized
to define optimally the ideal response inside the transition
region. Necessary continuity constraints guarantee the unicity
of the solution. The complexity of the resulting method is small
since it can be reduced to the solution of a symmetric Toeplitz
system of linear equations. A large number of examples show
the definite superiority of the proposed method as compared
to most well known non min-max design techniques.

A very important feature of the proposed method is the
fact that the resulting filters have error functions with the
required, by the criterion, number of alternating extrema
inside the passband and stopband. This statement is proved
theoretically. Thus our Fourier approximation, if used as
an initialization scheme in the Reméz exchange algorithm,
improves its convergence speed considerably.

The paper is organized as follows, Section I contains the
Introduction. In Section II we present the basic background
for the Fourier approximation and introduce our performance
criterion. Section III contains the complete optimization prob-
lem along with the necessary constraints and also its general
solution in the form of a linear system of equations. In
Section IV by exploiting the special Toeplitz plus Hankel
form of the linear system we present a special symmetric
Levinson algorithm for its efficient solution. In Section V
we apply the proposed method to several 1-D filter design
problems and we make comparisons with existing techniques.
In Section VI we investigate the problem of the initialization
of the Remez exchange algorithm. We prove that our filter
has the necessary number of alternating extrema inside the
passband and stopband, required by the criterion and
we use it as an alternative initialization procedure for the
Remez exchange algorithm. Comparisons are made with the
existing initialization technique. Finally Section VII has the
conclusion.

II. PROPERTIES OF THEFOURIER EXPANSION

Let us consider a symmetric1 function that we like to
approximate using a trigonometric polynomial of order

1The results presented in Sections II–IV for the symmetric case can be
easily extended to the antisymmetric case as well.

Specifically let us define the following set of orthonormal
functions

(1)

and the vector function

(2)

Let us also denote the usual inner product of two real functions
as

(3)

By selecting a vector of coefficients
we can form the trigonometric polynomial
and use it to approximate Thus we can define the
mean square error (MSE) between and as

The optimum coefficients (also known as Fourier
coefficients) that minimize the MSE are given by

(4)

and the corresponding optimum approximation (also known as
Fourier approximation) is The resulting
minimum mean square error (MMSE) can be considered as a
quality measure for our optimum approximation. Namely we
can define the following criterion:

(5)

which is a functional of
A very remarkable property satisfied by the Fourier approx-

imation can now be used to generalize the measure defined
in (5). This property is stated without proof (a proof can be
found in [6, p. 172]) in the following lemma.

Lemma 1: Let the function be mean square optimally
approximated by Let also have a piecewise
continuous th order derivative. Then thisth order deriva-
tive is mean square optimally approximated by the
corresponding th-order derivative

Lemma 1 suggests that, under the indicated continuity prop-
erty, we can identify the Fourier coefficients not only through
the approximation of but also by approximating the
derivative Using this idea we can easily generalize
the quality measure for the Fourier approximation as
follows:

(6)

Since derivatives amplify high frequencies, can be
regarded as a measure that intends to amplify the difference
between the two functions involved. The fact that the measure

depends on is very desirable. If is not some
specific function, but a member from a class of functions,
then we can further optimize the measure and identify an
optimum function Notice that the filter design problem
has exactly this characteristic. This is so because, as we said,
the ideal response is not explicitly given inside the transition
region and thus can be the subject of an optimum selection
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method. Also notice that requiring in Lemma 1 the derivative
to be a well behaved function seems necessary for a

meaningful definition of the criterion If for example
contains Dirac functions then, when attempting to

compute (6), we will be confronted with integrals of products
of Dirac functions that cannot be properly handled.

In the next section we are going to present the optimization
problem focused on the approximation of symmetric functions
by trigonometric polynomials. The complete solution yield-
ing the optimum symmetric function and the corresponding
Fourier approximation will be presented in detail.

III. OPTIMIZATION CRITERION

AND OPTIMUM APPROXIMATION

Let be
any distinct points on the interval and let be a
symmetric function defined on this interval as follows:

(7)

where and is assumed
known while is unknown. Let us denote with the
intervals and , respectively, and

Notice that the region is the
union of the closed disjoint intervals where is
assumed known, while the region is the union of the
open disjoint intervals where is assumed unknown.

Since the part of the symmetric function inside the
region is not explicitly given this means that, by varying

we can have a whole class of possible functions

A. Constrained Optimization Criterion

It is clear that our intention is to use the measure
defined in (6) and apply it to of (7). For this to
be possible we need to make certain assumptions on the
given function and impose certain constraints on the
symmetric function for the validity of Lemma 1. The
basic requirement of Lemma 1 is the piecewise continuity of
the th derivative To ensure this property we make
the following assumption for :

The function describes the behavior of the sym-
metric function inside the region We assume
that this function is continuous and has continuous
derivatives of order up to and a piecewise con-
tinuous derivative of order inside each closed interval

We also impose the following constraints on :

The symmetric function (and thus is con-
tinuous and has continuous derivatives of any order and
for any inside the open intervals
The symmetric function is continuous and has
continuous derivatives of order up to at all end
points

It is easy to see that constraints combined with
assumption ensure the piecewise continuity of theth
derivative of the symmetric function and thus the

validity of Lemma 1. This in turn allows for the use of
as a proper performance measure.

By taking into account the definition of the intervals
we can now write more formally with the help of the
following conditions:

(8)

(9)

where denote the th order left and
right derivatives of the function evaluated at the point

Assumption combined with constraint and (8), (9)
are sufficient, as we are going to see, to uniquely identify the
optimum symmetric function.

Concluding, for a given function defined over and
satisfying we like to minimize over all symmetric
functions given by (7) and satisfying (8) and (9). It
is clear that the symmetric function needs to be defined
only inside the region since in the region it is already
known.

B. The Optimum Symmetric Function

Let denote the optimum symmetric function solving
the constrained minimization problem defined in the previous
subsection. Let also denote the corresponding Fourier
approximation of We can now prove the following
theorem for

Theorem 1: If we like to minimize over
under the constraints (8) and (9) then the following
differential equation is a necessary and sufficient condition
that must be satisfied by the optimum symmetric function and
its corresponding Fourier approximation

(10)

Proof: The proof is given in Appendix A.
The differential equation defined by Theorem 1, as we can

see, is valid inside every open interval Since these intervals
are disjoint we have a different solution for each Solving
the differential equation we obtain the following relation for

:

for

(11)

where is a polynomial of degree being in general
different for each interval We realize from (11) that the
optimum form of the symmetric function inside the region
is a combination of a regular and a trigonometric polynomial.

To this end, let denote the Fourier coefficients corre-
sponding to the optimum symmetric function then

Define now the following vector function
of length :

(12)
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and for each polynomial the corresponding vector of
coefficients

(13)

we then have Following our derivation
up to this point, we conclude that the number of unknowns
has increased from to for the Fourier
coefficients and for the coefficients of each polynomial

Specifically the vectors form the
complete set of unknowns needed to be specified to solve the
optimization problem.

Since are the Fourier coefficients corresponding to
they must satisfy (4), this means

(14)

where denotes the index function of the set Using
(7), (11), and the parametrization of the polynomials ,
we have that (14) can be written

(15)

Let us now call

(16)

then are quantities that depend only on known func-
tions integrated over known sets. Thus they can be considered
given. Notice that is a vector of length is a matrix of
dimensions and are matrices of dimensions
Equation (15) can now be written as

(17)

which constitutes the first set of equations involving the
unknowns of our problem.

The remaining linear equations can be obtained by
requiring the optimum solution to satisfy relations (8) and (9).
Let us first define the following two matrix functions using
the vector functions , and their derivatives:

(18)

(19)

where has dimensions and has dimensions
Conditions (8) and (9) can now be, respectively, written

(20)

(21)

where the vectors are defined as follows:

(22)

(23)

Since the matrices and the end points of the
intervals are known we can see that (20), (21) constitute
the remaining equations needed to solve our problem.
Concluding we obtain the complete solution to the constrained
optimization problem by solving the set of linear equations
defined by (17), (20), and (21).

One point that needs to be stressed is the fact that the
optimum solution depends on the integerwe select to use.
In Section V we are going to propose a method for solving
this parameter selection problem. Before we concentrate our-
selves on the computation of the optimum solution, let us
consider the special case which arises for 0 and study
its correspondence to existing results.

C. Optimum Solution for

For this case there are no continuity constraints and the
relation corresponding to the differential equation defined in
(10) takes the form

for (24)

From (24) we conclude that, inside the regionthe optimum
symmetric function coincides with its Fourier approxi-
mation. This means that, when we form the MSE, the region
has no contribution to the corresponding integral. Equivalently,
the region becomes a “don’t care” region. If we apply this
idea to the filter design problem then the resulting method (for

0) coincides with the method proposed in [24, p. 70] and
presented in detail in [4] and [5].

IV. COMPUTATION OF THE OPTIMAL

SOLUTION, COMPLEXITY ISSUES

Let us now concentrate on the solution of the linear system
defined by (17), (20), and (25). Solving (17) for we obtain

(25)

Substituting (25) into (20) and (21) we have

(26)

(27)

Notice that (26) and (27) constitute a linear system of
equations with unknowns (the vectors
In order to specify the above system the main computational
cost is devoted in obtaining the matrices

and the vector This is so because is
a matrix of size and, as we will see in the examples, we
have It is clear that all desired quantities can be
computed by solving a number of linear systems of the form

(28)
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where the matrix is common to all systems.
We are now going to investigate the special structure of the

matrix and see how we can use it to efficiently solve a
system of the form of (28). From the definition of in (16)
we have that the elements of satisfy

for

for

(29)
After computing the integrals in (29), can take the following
form:

(30)

where is a Toeplitz symmetric matrix,
is a Hankel matrix and is a vector of

length defined as follows:

...
...

...
...

...
...

(31)

...
...

...
(32)

(33)

where

(34)

By properly applying Schur’s matrix inversion formula [16,
p. 658] we can reduce the linear system in (28) to one of
size involving the part which is Toeplitz plus
Hankel. Using methods as in [19], the Toeplitz plus Hankel
structure can be reduced into a block Toeplitz structure and
using a block Levinson algorithm we can efficiently obtain
the solution. In our case a simpler reduction, leading to a
more efficient solution, is possible. Specifically our system
can be reduced to a pure symmetric Toeplitz system with
the additional characteristic that the desired solution is also
symmetric. Let us partition the length vectors as
follows: then, the system

is equivalent to the following symmetric system:

(35)

where the matrix denotes the exchange
matrix with unities on the antidiagonal, and zeros elsewhere. It
is easy to verify that the coefficient matrix in (35) is Toeplitz
and symmetric. Although we have increased the size of the
problem by a factor of two, as we can see, the desired solution
is symmetric. Thus instead of applying the normal Levinson
algorithm [13] to obtain the solution, we can use a symmetric
version that is more efficient. Another possibility is to apply
the symmetric Split Levinson algorithm [9] that uses only
symmetric quantities which is more proper for our problem
and has lower complexity. Both algorithms are presented in
Table I. It is well known [9], [13] that the Levinson and
the Split Levinson algorithms have complexity of the order
of as compared to the required by a general
solution algorithm. There also exist other methods based on
FFT that can reduce the complexity to [12], [15]
but these methods are more complicated and more susceptible
to numerical errors. We must stress one more time that since
the systems we like to solve have all the same matrixthis
means that the prediction part of both algorithms in Table I
(which is the most computationally expensive) needs to be
computed only once for all problems of the form of (28).

V. DESIGN OF ZERO PHASE FIR DIGITAL FILTERS

In this section we are going to adapt our results to the
design of the odd length2 zero phase FIR digital filters. To
this end let us assume that the region is the union of
the passbands and stopbands of the desired filter while the
region coincides with the union of the transition bands.
Then, the function constitutes the ideal response of the
desired filter inside the passbands and stopbands while the
function describes the behavior of the ideal response
inside the transition regions of the filter and is not explicitly
given. Under these assumptions it is easy to see that the filter
design problem can be considered as a special case of the
general approximation problem defined in Section III.

We have seen that the performance measure intro-
duced in the previous sections is tractable because it yields
optimum ideal responses and corresponding Fourier approxi-
mations that are easily computable. Since in this section our
intention is to make comparisons, it seems unfair to use our
performance measure for this purpose. The reason is that
the proposed measure clearly favors our design method. The
correct thing to do is to select a measure that is consistent with
the idea of optimality existing in practice.

It is well known that min–max filters are considered as the
most desirable filters. Since they result from the minimization
of the criterion it is reasonable to ask how any other filter
compares with this criterion. Practically this means the need
to identify the maximum approximation error ripple inside the
passband and stopband. Thus when comparing any number
of filters, the filter with the smallest maximum ripple can
be characterized as the best. A consequence of this idea is
of course the fact that no filter is better than the min–max
equiripple filter.

2The correspondence between the Fourier coefficients defined in (4) and
the filter coefficientsai; i = 0;�1; � � � ;�(N � 1) is a0 = h0=

p
� and

ai = a
�i = hi=(

p
2�); i = 1; � � � ; (N � 1):
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TABLE I
THE SYMMETRIC LEVINSON AND SPLIT LEVINSON ALGORITHMS FOR THE SOLUTION OF SYMMETRIC TOEPLITZ LINEAR SYSTEMS

Based on what we said above we can now propose a means
for selecting the parameterof our method. We can apply the
method for values of ranging from 0 up to some prescribed
value and select the solution that yields the smallest
maximum ripple. The whole process seems to require a large
number of operations. Fortunately in practice we only need to
consider a limited number of values. More precisely when
we are interested in filters with length larger than 50
it seems that has always the best performance. This was
observed in all design examples we considered, noting that
case never occurred as the optimum.

An additional property that must be pointed out is the form
of the optimum ideal response inside the transition region
Notice that it is a combination of a regular and a trigonometric
polynomial (the frequency response of the filter) as compared

to splines or trigonometric polynomials used by otherbased
existing methods.

Let us now apply our method to two different filter design
problems and compare it to other existing techniques. Specifi-
cally we are going to compare our method against the min-max
equiripple [23], the eigenvalue [30], the don’t care region [4],
[24, p. 70] and the first order spline [4], [24, p. 69] filters.

A. Design of Low-Pass Filters

Let be the ideal response of a low-pass filter
defined as follows:

(36)
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TABLE II
MAXIMUM APPROXIMATION ERROR RESULTED FROM THEDESIGN OF A LOW

PASS FILTER BY DIFFERENT METHODS AND FORDIFFERENT VALUES OFN

where are the desired cutoff frequencies of the filter.
For this case we have Notice also that the
function of (7), is defined through the first two branches
of the ideal response

Constraints (8) and (9) take the following form:

(37)

(38)

Consider the special case and where
is normalized in [0 1]. In Table II we present the maximum
ripple for all methods under comparison, for different values
of Notice that the second column contains the value for the
parameter of our method that yields the smallest maximum
ripple. We can conclude from Table II that our method has
at least 50% smaller maximum ripple as compared to any
other non min–max method. At the same time its performance
is close to the optimum equiripple method (last column).
We obtained similar results in all other design examples we
considered with different values of the cutoff frequencies

We must also note that our results were very close
to the results obtained by using the modified window method
of [20] (whenever it was possible to apply this method).

In Fig. 1 we plot the form of the optimum ideal response
inside the transition region for the case 21. From Table II
we have for this case that the optimumequals unity. This
means that we have continuity only in . In Fig. 2 we
plot the approximation errors for our method (solid), min-max
(half-tone), eigenvalue (dash), don’t care region (dash-dot),
and first-order spline (dot).

B. Design of Bandpass Filters

The ideal response of such a filter, is given by

(39)

where are the desired cutoff frequencies of
the filter. For this case we can easily see that 3 and

Fig. 1. Optimum ideal response for the design of a low-pass filter withN =

21, !p = 0.3, and!s = 0.4.

Fig. 2. Approximation errors for the design of a low pass filter withN =

21, !p = 0.3, and!s = 0.4. Proposed method (solid), min-max (half-tone),
eigenfilter (dash), don’t care region (dash–dot), and first-order spline (dot).

2. As in the previous example the function of (7)
is defined through the first two branches of the ideal response

Constraints (8) and (9) take the form

(40)

(41)

Let us consider the special case 0.2, 0.25,
0.65, 0.7. Table III has, as in the case of the low
pass filter, the performance of all methods under comparison
for different values of Again for this type of design our
method has at least 50% smaller maximum error than any
other non min–max method. As before this result is valid for
other combinations of cutoff frequencies as well.

Fig. 3 depicts the optimum ideal response, for the two
intervals of the transition region and for 21. From the
corresponding table we can see that the optimum value of
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TABLE III
MAXIMUM APPROXIMATION ERROR RESULTED FROM THEDESIGN OF A

BANDPASS FILTER BY DIFFERENT METHODS AND FORDIFFERENT VALUES OFN

Fig. 3. Optimum ideal response for the design of a bandpass filter withN =

21, !s1 = 0.2, !p1 = 0.25,!p2 = 0.65,!s2 = 0.7.

is 2 meaning that is continuous and has continuous
derivatives. Finally, in Fig. 4 we plot the approximation error
curves of the methods under comparison for 21.

C. Numerical Issues

Numerical problems can arise when designing filters with
the proposed method. These problems mainly come from the
solution of the Toeplitz systems of the form of (35). Regarding
the two algorithms in Table I, that can be used for the solution
of such systems, we observed that the normal symmetric
Levinson algorithm seemed to have a slightly better numerical
stability. On the other hand, the symmetric Split Levinson
algorithm has the advantage of requiring less operations.

Numerical problems were also observed in other design
methods as eigenfilters, “don’t care” and Weighted Least
Squares [4], [5]. These problems arise whenever we like to
design filters with large and large (where denotes
the length of the largest transition band). For our method we

Fig. 4. Approximation errors for the design of a bandpass filter withN =

21, !s1 = 0.2, !p1 = 0.25, !p2 = 0.65, !s2 = 0.7. Proposed method
(solid), min–max (half-tone), eigenfilter (dash), don’t care region (dash–dot),
and first-order spline (dot).

observed that when the symmetric Levinson is used and when
24 (with frequencies normalized in [0 1]), the

resulting solution is safely without numerical problems. On
the other hand this upper bound is for most design problems
pessimistic but, in any case, it is twice as large as the
corresponding bound in [4]. In practice this limitation is not a
serious problem because the filters we can design can achieve
very high attenuation which is satisfactory in most cases.

VI. A N EW INITIALIZATION SCHEME FOR

THE REMÉZ EXCHANGE ALGORITHM

The Reḿez exchange algorithm is the most well-known
method in the approximation theory for the minimization of the

criterion. The Parks–McClellan algorithm [23] constitutes
an implementation of this iterative scheme dedicated to the
design of min–max optimum FIR equiripple filters. Although
this iterative scheme is very efficient in designing filters, it
is known to require an increased number of iterations to
converge. This need is more pronounced for large filters.

For most iterative algorithms, convergence speed depends
on the initial solution estimate. Usually the better the initial
estimate, the faster the method converges to the final solution.
The fact that the convergence speed of the Parks–McClellan
algorithm is very sensitive to the initial guess of the locations
where the error function attains its extrema, was first pointed
out in [10]. Specifically, a nonuniform distribution of the
extrema, was suggested leading to an improvement in the
convergence speed as compared to the uniform distribution
suggested in the original Parks–McClellan algorithm. Our goal
in this section is to prove that the optimum trigonometric
polynomial obtained by our method for 1 can be regarded
as a very desirable initial estimate for the Reméz exchange
algorithm.

If is the ideal symmetric function defined in (7)
then, with the criterion we are interested in defining a
trigonometric polynomial that approximates in
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the region where is exactly known. From [8, p. 175],
[28, p. 54], we have that the optimum approximation has
an error function that satisfies the
alternation property. That is, there exist at least points
in the region where the error function has local minima
with the same amplitude and alternating signs. We can thus
conclude that a trigonometric polynomial can be regarded as an
appropriate initial estimate for the Reméz exchange algorithm
when its corresponding error function has at least local
alternating extrema inside Notice that we do not require the
extrema to have the same amplitude, because this property is
satisfied only by the optimum solution [8, p. 175]. With
the next theorem we show that the optimum trigonometric
polynomial obtained by our method for 1 satisfies exactly
this requirement and thus can be used for initializing the
Reḿez exchange algorithm. We must also note that this is
the main property that distinguishes our solution from other
filter design techniques, namely, that with other methods we
cannot guarantee the right number of alternations inside the
passband and stopband.

Theorem 2: Let be the optimum ideal re-
sponse and its corresponding Fourier approximation resulting
by the proposed method for Then, there exist at
least points in the region where the error function

exhibits alternating extrema.
Proof: The proof of Theorem 2 is given in Appendix B.

Based on Theorem 2 and the fact that our method yields
very good approximations under the criterion we expect
that it will speed up the convergence of the Reméz exchange
algorithm considerably. We applied our idea to the MATLAB
program REMEZ.M by modifying its initialization part. In
Table IV we present the number of iterations needed by
the Reḿez exchange algorithm to converge under the two
initialization schemes and for different values of We again
considered the problem of approximating the low-pass filter
of Section V-A. From the table we can easily conclude that
we have a significant gain in complexity and that this gain is
increasing with increasing order.

VII. CONCLUSION

We have presented a new based method for the design
of FIR digital filters. By minimizing a suitable measure
we were able to optimally define the part of the ideal response
that was not explicitly specified in the design requirements.
Since the proposed measure was also related to the Fourier
approximation this led to corresponding optimum approxima-
tions that had improved performance. In a large number of
design examples the method outperformed most existing non
min–max methods while at the same time compared well with
the optimum min–max equiripple approximation. The com-
plexity of the proposed method was low because it required
the solution of a symmetric Toeplitz linear system. Special
symmetric versions of the Levinson algorithm were presented
for efficiently solving the corresponding linear systems. Finally
by proving that our optimum filter guarantees the necessary
number of alternating extrema inside the passband and stop-

TABLE IV
NUMBER OF ITERATIONS REQUIRED BY THE REMÉZ EXCHANGE ALGORITHM TO

CONVERGE UNDER THE PROPOSED AND THEEXISTING INITIALIZATION SCHEME

band required by the criterion, an alternative initialization
scheme for the well-known Reḿez exchange algorithm was
presented. Under this new scheme the convergency speed of
the algorithm was significantly improved.

APPPENDIX A

Proof of Theorem 1:In order to prove the theorem, we are
going to follow a classical variational techniques [11]. Let
us consider a variation of the symmetric function around the
optimum function Specifically let us consider
of the form

(42)

where is the optimum symmetric function,is a scalar
parameter and is a variation function. Notice first that
any symmetric function can be written under the form
of (42). This is true since we can always select and

From (42) we have that the Fourier
approximation of can be written as

(43)

where and are the Fourier approximations for
and , respectively. Also we can conclude from

(42) that since both and are symmetric functions
satisfying (7) this means that the variation function must
satisfy the following constraints:

for (44)

(45)

Applying (42) and (43) to the measure and using well
known properties of the inner product we have

(46)

This equation will be the base for proving our theorem.
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Let us first prove the necessity of (10) of Theorem1.
Consider a fixed variation function and let be a
variable. The criterion thus becomes a function
of We can see that this function has a minimum for
(remember that is assumed to minimize This
means that the first derivative of at must be zero.
From this we have

(47)

Notice now that since is the Fourier approximation
for because of Lemma 1, we will have that the dif-
ference is orthogonal to any trigonometric
polynomial of order and consequently to Thus
(47) is equivalent to

(48)

Since is an arbitrary variation function, (48) is true
for any variation function satisfying (44), (45). Using
the definition of the inner product and the fact that is
nonzero only inside the region we have that (48) can be
written as

(49)

Integrating by parts and using (45) yields

(50)

As we said is an arbitrary variation function, thus we
can select to be identically zero in all intervals except
one. This means that

(51)

where again is arbitrary inside (provided it is zero at
the end points). We can now conclude [11, p. 9] that in each
interval we have

(52)

which is the desired relation.
To prove the sufficiency, let be a symmetric

function and its corresponding Fourier approximation and
assume that they satisfy (52). For any other symmetric function

[satisfying (8), (9)] define
then satisfies (44) and (45). From this we have

that (50) is true and consequently (49), (48), and (47) are true
as well. Substituting (47) in (46) (with yields

(53)

and this completes the proof.

APPENDIX B

Before going to the proof of Theorem 2, let us first prove
the following lemma.

Lemma 2: Let be a continuous symmetric function
on the interval and let be its th order Fourier
approximation (optimum trigonometric polynomial of order

Then the error function either
1) vanishes identically or 2) changes sign at leasttimes
inside

Proof: In order to prove Lemma 2, we are going to use
similar steps as in Theorem 5 [8, p. 110]. If is identically
zero, there is nothing to prove (case i)). Let us now assume that

is not identically zero, we will then prove that it satisfies
ii). Since is continuous by assumption and is con-
tinuous as being a trigonometric polynomial, the error function

is continuous as well. Assume that the function
changes sign times with This means that inside
there exist points that define
the intervals
inside which the function has the following properties.

1) The function is not identically zero inside each
interval.

2) The nonzero values of inside each interval have
constant sign.

3) The nonzero values of alternate sign between
consecutive intervals.

Consider now the following symmetric function :

(54)

We can see that also satisfies the above three properties.
Actually regarding the first property it can be zero only at the

points Selecting properly the constant we can
completely match the signs of and This means
that for every By assumption
is not identically zero, while can be zero only at a finite
number of points. Since both functions are continuous we
conclude

(55)

Relation (55) is a contradiction because can be written as
a linear combination of the orthonormal functions
and is therefore orthogonal to Thus, the error function

changes sign at least times inside the interval
and this concludes the proof of the lemma.

Proof of Theorem 2:First let us see how we can use the
results of Lemma 2 to identify the number of alternating
extrema. From the existence of the intervals where
the function is of alternating sign and the continuity of

we conclude that Thus in each
of the intervals, has an extremum. In other words
we have proved the existence of alternating extrema.
What is left to show is that all extrema can occur at points
outside the transition region From (11) we can conclude
that if is the error function of our
optimum filter, then in every interval the function
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is a first-order polynomial of the form Let us
consider the following cases.

Case : The error function for this case is monotone
thus it cannot have an extremum in the open interval
Extrema can at most occur at the edges ofbut the edges
are points in

Case : For this case the error function, inside is
a constant equal to If then, because of property 1
of Lemma 2, this value cannot be an extremal value. If
then the whole interval must be a subset of some interval
(say) If the value is extremal for the interval

then, because of continuity, the error function will
also assume this extremal value at both edges ofWe can
thus select either edge of as a candidate for the occurrence
of the extremum, thus avoiding

Concluding, there always exist points outside the tran-
sition region where the error function assumes alternating
extremal values. This concludes the proof.
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