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We are observing sequentially a process &; with the
following statistics

& o~ P for0<t<r
~ Py forT <1

— Change time 7: deterministic (but unknown) or random.
— Probability measures P, Pg: known.

Applications include: systems monitoring; quality control;
financial decision making; remote sensing (radar, sonar,
seismology); occurrence of industrial accidents;
speech/image/video segmentation; etc.
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The observation process &; is available sequentially;
this can be expressed through the filtration:

ft:O'{fS:OSSSt}.

For detecting the change we are interested In
sequential schemes.

Any seqguential detection scheme can be represented by a
stopping time I’ (the time we stop and declare that the
change took place).

The stopping time 1’ is adapted to F.

In other words, at every time instant ¢ we perform a test
(whether to stop and declare a change or continue
sampling) using only the available information up to time ¢.
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[P_: the probability measure induced, when the change
takes place at time 7.
[E[-]: the corresponding expectation.

P..: all data under nominal régime.
[Py: all data under alternative régime.

They are basically comprised of two parts:
— The first measures the detection delay
— The second the frequency of false alarms

Possible approaches are Baysian and Min-max.
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(Shiryayev):
7 Is random and exponentially distributed

inf{cE[(T —7)"] + P[T" < 7]}

The Shiryayev test consists in computing the statistics
m: = P|7 < t|F;]; and stop when

Ts = iItlf{t LT > VY.

I's is optimum (Shiryayev 1978):

— In discrete time: when &,, is i.i.d. before and after the
change.

— In continuous time: when &; is a Brownian Motion with
constant drift before and after the change.
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(Shiryayev-Roberts-Pollak):
7 1S deterministic and unknown

infprsup. E.[(T—7)%|T > 7|; subject E.[T] > ~.

Optimality results exists only for discrete time when &,, is
1.I.d. before and after the change. Specifically if we define
the statistics

Sn = (Sn-1+1) 725

where foo(+), fo(+) the common pdf of the data before
and after the change then (Yakir 1997) the stopping time

Tsgrp = inf,{n: S, > v}

IS optimum.
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An alternative min-max approach consists in defining the
following performance measure (Lorden 1971)

J(T) = supessup E.[(T — 7)"|F,]

T

and solve the min-max problem

ir%f J(T); subjectto Eo|T] > 7.

The test closely related to Lorden’s criterion and being to
most popular one used in practice is the Cumulative Sum
(CUSUM) test.
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Define the CUSUM statistics y; as follows:

dPq .
u; = log (@(}})) LMy = ogfgt U
Yo = U — M.

The CUSUM stopping time (Page 1954):
Te = infi{t : y, > v}.

Optimality results:
— Discrete time: when &,, is i.i.d. before and after the
change (Moustakides 1986, Ritov 1990).

— Continuous time: when &; is a Brownian Motion with
constant drift before and after the change (Shiryayev
1996, Beibel 1996).
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Our goal is to extend the optimality of CUSUM to It
processes. For this it will be necessary to modify Lorden’s
criterion using the Kullback-Leibler Divergence (KLD).

Similar extension was proposed for the SPRT by Liptser
and Shiryayev (1978).

Consider the process &;

dwt7 0 StST
oztclt—l—dwt, T <t

A& =

where w; Is a standard Brownian motion with respect to
Fi =0(&;0 < s <t); oy is adapted to F; and 7
denotes the time of change.
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To &; we correspond the process u; defined by
du; = apdé; — 0.5a:dt

which we like to play the role of the log-likelihood ratio
= log(dPy /dP o (F:)). We therefore need to
|mpose the following conditions:

1. Py {fotozgds<oo} = P {fgagds<oo} =1

2. A “Novikov” condition, i.e. £ [e:x:p(ftt”_1 a?ds)] < oo
where t,, strictly increasing with ¢,, — o.

S.Po[foooozzds— } Uo a’ds = ]:1
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From conditions 1 & 2 we have validity of Girsanov’s
theorem, therefore

dPg dP -
dP dP
Furthermore for the KLD we can write

E, {log <j§; (]—“t)> ‘ ]—"T}

t tq
= [ /asdws /iagds

-t
= K, /—a?ds
~ 2

(Fi) = e o (F) = et

!

.7:7}, for0 <7 <t < o0,
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This suggests the following modification in Lorden’s
criterion

T
1

J(T)= sup essupk, ]I{T>T}/ —a?dt‘fT
7€[0,00) - 2

and the corresponding min-max optimization

T
1
inf J(T'); subject E / —azdt| > .
T 0 2

The original and the modified criterion coincide when &; is
a Brownian motion with constant drift.
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Let us form the CUSUM statistics v, for the 1t0 process

dut — Oétdft — OSO&%dt
m, = Inf wug
0<s<t
Yt = Ut — My

and the optimum CUSUM test is

To q
To = irtlf{t LYy > v} where Eog / §a%dt = .
0

Since y; has continuous paths we conclude that when the
CUSUM test stops we will have:  yr., = V.
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Optimality of CUSUM for It 0 processes

I

. — u,

uy > my therefore y; = uy — my > 0.

m; is nonincreasing and dm; % 0 only when u; = my
ory; = 0.

If f(y) continuous; f(0) = 0, then [~ f(y;)dm: = 0.
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If f(y) is a twice continuously differentiable function with
f’(O) — (), using standard Itd calculus we have

df(ye) = f'(ye)(dus — dmy) + 0.505 f" (y¢)dt
= f'(yt)dus + 0.505 f" (ye)dt

T~ is a.s. finite and

T
D {]1{Tc>7} fT - %O‘%dt ]:T} = lg(v) — 9(97)]]1{TC>T}

T,
E {]I{Tc>7‘} f - 1 th ‘ fT} — [h(y) o h(yT)]]l{Tc>7'}-

where

gly)=y+e ¥V —1; h(y) =e¥—y—1.
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Since g(y), h(y) are increasing and strictly convex with
g(0) = h(0) = 0, we now conclude

Tc
J(Te) = supessupkE, 0.5/ o’ds|F;

T

— sup essup[g(V) — g(yT)]]l{TC>T}

= g(v) —g(0) =g(v)
Similarly
T
E.. [ Te agds} — h(v) — h(0) = h(v) = 7.
The threshold can thus be computed: ¢ — v — 1 = 7.
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Using again standard It0 calculus we have the following
generalization of Theorem 1.

T
B, [ Sadt| 7| = E- [g(yr) = 9(yr)| ) Ursny

T
Ee |[7 Sadt| Fr| = Eac [h(yr) = h(ys)| 7] Lrsny

where 1’ stopping time.

Remark 1: The false alarm constraint can be written as
B |fy 30fdt| = Eo[h(yr)] > 7
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Remark 2: We can limit ourselves to stopping times that
satisfy the false alarm constraint with equality, that is,

[Foo { 0 _atdt} Eoo|h(yr)| = v = h(v).

Remark 3: The modified performance measure J(71') can
be suitably lower bounded as follows

T 4
J(T) = supessupk, ]l{T>T}/ —atdt‘f

T

Ew [€¥Tg(yr)]
Eoo[evr]

|V
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Any stopping time I’ that satisfies the false
alarm constraint with equality has a performance measure

J(T') that is no less than J(T¢) = g(v).
To show J(T') > g(v), since

Ewo [T g(yr)]
J(T) > E_jovr]

It is sufficient to show that

or equivalently: Eo [e¥"{g(yr) — g(v)}] > 0
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We recall that we consider stopping times with

o { ()T %a?dt} = Ew|h(yr)] = v = h(v),

therefore the inequality we like to prove is equivalent to
Eoo [e""{9(yr) — 9(v)} + h(v) — h(yr)| = 0.

The function

p(y) = e’{g(y) —g(v)} + h(v) — h(y)

for y > 0, can be shown to exhibit a global minimum at
y=v
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\Y)

Because p(v) = 0, we conclude that p(y) > 0, thus

Eoo[p(yr)] = 0

with equality iff y7 = v (i.e. the CUSUM stopping time).
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e \We introduced a modification of Lorden’s criterion
based on the Kullback-Leibler Divergence for the
problem of detecting changes in It0 processes.

e With the help of the new criterion we introduced a
constrained min-max optimization problem that
defines the optimum sequential scheme for the
change detection problem.

e \We demonstrated that the CUSUM test is the solution
to the above optimization problem.
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