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Change-time Change in statistical
behavior

&t

Po(+), Eol- P1(-), E1l-

T t

Data become available sequentially: at each time ¢
obtain new sample &

: Each instant ¢ consults available data {&;, ..., &1}
to decide to stop or continue sampling

Detectoris a
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False Alarm False Alarm Period

&t

Probability of False Alarms

Design T’ to:

Minimize Detection Delay
or Maximize Detection

{ T T Probability, while controlling
. False Alarms
(Successful) Detection

S Detection Delay T — 7

Probability of
Detection

t T T
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Quality monitoring of manufacturing process

Production Continuous Quality

line Measurements Assessment

Medical Applications
Epidemic Detection

Disease rate Increase In Epidemic

measurements rate? outbreak?

Early Detection of Epilepsy Episode

EEG N Divergence

== Episode?
Wearables from normal
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Financial Applications
— Structural Change-detection in Exchange Rates
— Portfolio Monitoring

Electronic Communications

Seismology

Speech & Image Processing (segmentation)

Vibration monitoring (Structural health monitoring)
Security monitoring (fraud detection)

Spectrum monitoring

Scene monitoring

Network monitoring (router failures, attack detection)
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Model for
Change Detection
Mechanism
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T

Stopping
time

" _ \"—‘_‘E,." .\'o,‘N ;‘ B " “.ll o 5 \ :
Dependent {X;}, {&}
X¢: Vibrations at points of the structure
& = AX; + Wy Low dimensional noisy observations

If | X:]|* > v, then crack ( in structure)

Mechanism consults X5, ..., X; and decides to apply
change (stop nominal behavior) or not
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X;: Coordinates of ball

&:: Noisy sensor observations

If X; inside the volume under the goal, “apply” change
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Performance Metrics
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Detection Delay
JT)=ET —7|T > 7]

Hard Limited Delay
P(T)=P(T <17+ M|T >T)

If stopping rule used by change mechanism unknown
computation of J(T), P(T) is not possible

We follow a
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Detection Delay

J(T)=supE([T —7|T" > 7] Lorden (1971)

—sup sup E4[T — 1T > t,61,....&]
>0 &1,...,&
Pollak (1985)
=supE{|T —t|T > t| if {X;},{&} independent
t>0

Hard Limited Delay
P(T) =infP(T <7+ M|T > 7)

—inf inf P(T <t+M|T>t¢,...
22051!?,,& 1( L U F ‘ > 7€17 7€t)

— 22‘8 P (T <t+ M|T >1t)if {X;},{&} independent
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Detection Delay
|9f V=

infsup sup E{|T —¢t|T >t ]
T t>0¢q,....6

subject to: Eo|T] > v >1

Hard Limited Delay
supP(T') =
i

sup inf inf Py(T <t+ M|T >t,
T ()T N

subject to: Eo[T]| >~v>1
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Optimum Detectors
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Shiryaev 1963

{&} are i.i.d. before and after the change
with corresponding pdfs fy(&), f1 (&)

7 is independent from {&;} and follows a
geometric distribution P(7 =¢) = p(1 — p)’,t =0,1,...

S = (14 85:_1) (&) Threshold to satisfy false
(1 = p)fo(&:) alarm constraint with
equality

TS _— mf{St Z V}

)

Metrics and Optimum Tests in Sequential Detection of Changes, Nov 2022, Australia



Lorden 1971

{&:} are i.i.d. before and after the change
with corresponding pdfs fy(&), f1 (&)

7 and {&;} are dependent

inf 7(T') = infsup sup Ei|T —¢t|T >t,&,...,&]
T T t>0 E1y--,E¢

subject to: Eo|T| >~v>1

f1(&t) Threshold to satisfy fal
S; = max{S;_1,0} + lo Ul
; 156-1,0] gfo(ft) alarm constraint with

test
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CUSUM test

_ t f1(&k) _ f1(&¢)
ot = tg]razxo logfo(fk) < Snsfln Uy Iogfo(ft)

k=1+1
Known since 1954 as the Page test
Asymptotic optimality (v — oo) 1971
Exact optimality 1986

E, {mgﬁ(gt)} <0< E {mgfl(gt)}

fo(&t) fo (&)
Prototype for any other data model “
fl (gt‘ft—la ¥ 4 )
Sy = max{S5;_1,0} + lo
t { t—1 } gf()(ft‘gt—l,---)
i T
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{&:} Markov before and after the change with
corresponding pdfs fo(&,[& 1), 1 (&€ 1)

f1(&lc 1)
fo(&e| )

S¢ = max{S;_1, }+ log
TC — |r2f{St > W }

Functions ¢(&), v(£) are solution to a system of
integral equations. Computed either numerically or

asymptotically v — oo

As v — oo we have ¢(§) — 0 and v(§) — v
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Pollak 1985
{&:} are i.i.d. before and after the change

with corresponding pdfs fy(&), f1 (&)
7 and {&;} are independent

inf 7(T) = mfsup E.|T —t|T >t
I t>0

subject to: Eg|T]| >~ >1

i :
S¢ = (81 +1) 1(6t) Isrp = lfgf 1St > v}

fo(&¢) :

. Mei 2006 =~
Shiryaev-Roberts-Pollak test
If Sy specially designed Tsrp
(v = 00) optimum. Tartakovsky 2010..

1997- 2006
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Tartakovsky 2019
7 and {&;} are independent

inf 7(T') = mfsup E.|T —¢|T >t
I 0

subject to: Eo|T| >~ > 1

Multiple post-change possibilities. Data after change
Li.d. with pdf f1(£),...,fx(&)

fi(€) .
S SZ + Z — 17 L] L] .7k
( t—1 )fO(gt)
_ 1, ..., gk
T 22]((){3 + 5¢ > v}
T (v — 00) optimum
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Hard Limited Delay
7 and {&;} are dependent

supP(T) =supinf inf P(T'<t+M|T >t,&,...,&)
T T =S 0,8

subject to: Ep|T] > v > 1

7 and {&;} are independent

supP(T) = sup inf P{(T <t+ M|T > t)
T T t>0

subject to: Eg|[T] >~v > 1

If {&:} are i.i.d. before and after the change with pdfs

fo(&), f1(&£), and interested in M = 1 (detect )
TSh — |r]'['-{1c1 (ft) > V} Shewhart test
>0 Lfo(5e) — (1931)

Metrics and Optimum Tests in Sequential Detection of Changes, Nov 2022, Australia



Markovian pre- and post-change pdfs for observations

supP(T) =supinf inf P(T=t+1|T >t&,...,&)

T qp 0G0, &
subject to: Eg[T] >~v > 1
. f1(& )
TS — mf{ > W }
B0 fo (& )

2015: Functions ¢(&), v(&) satisfy system of integral
equation. Can be computed numerically or asymptotically
(v — o0). Simple solution for conditionally Gaussian:

& = a(&—1) + wy where {w;} i.i.d. N(0,1)
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Veeravalli 2001

. . Simultaneous
. change in all sensors
Apply CUSUM
with quantized Each sensor must send

limited information to
fusion center (i.e. 1 bit)

data

Apply optimum quantization on each likelihood

HD)
ratio &)
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Mei 2011 - Fellouris 2016

§t2 ® e There is a change in
: A statistical behavior in
@ A an
: ONLY DETECT
K. AN AAA?
EX & v
Sy = max{S;_;,0} + log 3(6 2
fo(&t)
T = inf{max; S} > v}
t>0
= iInf Sl o G s
t>0{ i 2
T = inf log (1 — e’t) > v
t>0{ Z’L— g( Cha ) }

Metrics and Optimum Tests in Sequential Detection of Changes, Nov 2022, Australia



Unknown Statistics
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What if f1(£) and/or fy(&) are
Lai 1998

fo(&): known exactly (estimated from historical data)
f1 (&, 0): where 6 unknown parameters

t

f :
S; = max log 1(8k- ) Tc = inf{S; > v}
 sap 2 f()(fk) =0
k=1+1
t
f1 (&me)
S; = max lo - imal;
t = max k:ETH g o (Ex) Asymptotic Optimality

t

S; = max Z Iogfl(gk’e)

(=72 o1 0(8k)
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Xie 2022

fo(&): known exactly
f1 (&, 0): where 6 unknown parameters

Sy = max{S;_1,0} + Iogflfééé’j) Ic = tin;{St > v}
fl (ftv )

St = max{St_l, O} + |Og fo (f )
t

0,: Estimate of § using L&, & wat )

Asymptotic Optimality
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Veeravalli 2022

fo(€): known exactly

f1(£):

f1(&t)
fo(&¢)

1 e—1(&)
fo (&)

?u(f): density estimate based on {&;, ..., & w11}
using for example the Kernel method

S¢ = max{S;_1,0} + log

]?
St — max{St_l, O} + log

Asymptotic Optimality
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fo(€), 1 (€): completely unknown

{£9,...,£%} sampled from pre-change fq (&)
{&1,...,&%} sampled from pre-change fi (&)

f1(&¢)
fo(&t)

S¢ = max{S; 1,0} + log

Instead of estimating separately fy(£), f1 (&) we can estimate
(with neural network) the log-likelihood ratio

f1(§)
fo(£)

u(§) = log

using the two data sets
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16 y e | y R L | . L L |

163 F Approximate CUSUM: N=2500

1235
Approximate CUSUM: N=500

RN
(]
I

Exact CUSUM

Average Detection Delay

11 I 1 1 1 1 1 111 I 1 1 1 1 1 111 I
10° 10" 102 10° 104
Average false alarm period
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